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Introduction

Gravitational waves are one of the early prediction of Einstein's theory of
General Relativity [1, 2]. These are space-time deformation that propagate at
the speed of light in free space, and are generated by accelerated quadrupole
and higher order moments of the energy-momentum tensor.

Whether gravitational waves are a real physical e�ect or an artifact of the
theory was debated for several decades with a milestone consensus reached
at the 1957 Chapel Hill conference [3]. Later on, the physical nature of
gravitational waves was con�rmed by the discovery of the binary pulsar PSR
1913+16 by Hulse and Taylor in 1974 [4]. Radio observation of this close
binary system (7.75 hours orbital period) have shown a slow orbital decay
that matched accurately the energy loss expected from gravitational wave
emission as shown on �gure 1.

In parallel an experimental e�ort was launched to detect gravitational
waves directly on Earth. First with narrow band mechanical resonators,
which have then be surpassed in sensitivity by increasingly large interfero-
metric detectors. This �ve decade long e�ort eventually led to the detection
in 2015 of GW150914 by the two 4 km advanced LIGO instruments. This
event resulted from the merger of two ∼ 30M� black holes at distance of
410+160

−180 Mpc [6]. It con�rmed that General Relativity holds true also in the
high curvature and high speed regime of vc ∼ 0.5 [7].

Two years later Advanced Virgo joined the international gravitational
wave detector network and enabled another breakthrough with the observa-
tion of GW170817 / GRB 170817A. This �rst observation of gravitational
waves from a binary neutron star merger, was followed by observations in
almost the whole electro-magnetic spectrum. Including a prompt gamma-
ray burst and a day scale optical kilo-nova, which were then followed by
X-ray and radio-wave emission over several months from the decelerating
relativistic jet.

This truly multi-messenger and multi-wavelength event led to a wide
array of results that combine information from multiple sources. Such as
con�rming that short gamma-ray bursts are at least in part due to binary
neutron star mergers, verifying with exquisite precision that gravitational
wave propagate at the speed of light, or allowing a new independent measure
of the universe expansion rate.
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Figure 1: Plot of the cumulative shift of the periastron time of the binary
pulsar from 1975 to 2007 [5]. The points are data with measurement error
bars, the curve is the General Relativity prediction.

These two events left deep marks in the minds of the gravitational wave
community, with each member recollecting the �rst hours after they have
learned of the discovery. For me GW150914 was initially confusing, I was on
the blind injection challenge committee in charge of adding arti�cial signals
into the detector data without the rest of the collaboration being informed.
The purpose was to make sure the colloboration performed a truly blind
search, without knowing if any given signal was real or not. The day before
the event, I had sent instructions to the detector sites on how to inject a
binary black hole signal into the detector strain data, as that was the only
astrophysically plausible signal given the detector sensitivity at the time.
The real astrophysical event arrived before those instruction were executed
rendering moot the whole blind injection activity.

In this manuscript I summarize the main lines of my research activity
since rejoining the Virgo collaboration in 2013 and starting to work at the
Laboratoire d'Annecy de Physique des Particules.

In chapter 1 I brie�y introduce gravitational waves and the working prin-
ciple of ground base gravitational wave detectors. Chapter 2 describes in



7

more details the con�guration of Advanced Virgo in 2017-2020 and the main
fundamental noises that result from that design. Chapter 3 concerns the
technical noise of Advanced Virgo during that time period, which has been
the core of my activity of leading the Virgo noise budget. I follow on with
chapter 4 which is a more recent activity of scattered light and how it can be
used as a tool instead of being just a noise source in optical measurements.
Finally in chapter 5, I present my work on gravitational wave searches in as-
sociation with gamma-ray bursts that has been reduced over time as I have
transitioned to a larger involvement in detector construction and operation.



Chapter 1

Gravitational wave detectors

Einstein's theory of General Relativity describes gravitation not as a force
but as a deformation of space-time. The presence of matter creates a de-
formation of space-time, and then object follows straight lines, geodesics,
according to this deformed metric. For example Earth's rotation around the
Sun is a straight line which turns out to be a circle in space due to space-time
deformations caused by the Sun.

1.1 Gravitational Waves

At a given local coordinates point x the metric tensor g expresses the rela-
tion between in�nitesimal changes in coordinates dxµ and the corresponding
in�nitesimal change in length ds

ds2(x) = gµν(x)dxµdxν . (1.1)

A geodesics between the two coordinates is the shortest path achieved by
integrating ds between the two coordinates in question. Special Relativity is
a particular case where the metric is �at and coordinate independent. It is
theMinkowski metric η, whose expression in the usual time-space (ct, x, y, z)
Cartesian coordinate system is

ηµν =




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 . (1.2)

This will be the starting point for understanding how an inteferometric grav-
itational wave detector works.

However, lets �rst derive how gravitational waves propagate. The start-
ing point is the Einstein's equation

Gµν =
8πG

c4
Tµν , (1.3)
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which relatesG, a second order di�erential operator of g, with the the energy-
momentum tensor �eld T . Gravitational waves are derived as a solution of
that equation assuming small perturbation h around the Minkowski metric
η

gµν = ηµν + hµν with |hµν | � 1. (1.4)

Keeping only the �rst order terms in h yields

∂σ∂σhµν−∂λ∂µhλν−∂λ∂νhλµ+∂µ∂νh
λ
λ = −16πG

c4

(
Tµν − 1

2ηµνT
λ
λ

)
. (1.5)

This equation can be simpli�ed by an appropriate choice of coordinates,
called radiation coordinates, which yields a simple wave equation

∂σ∂σhµν = −16πG

c4
T̄µν , (1.6)

where the source term T̄ is the traceless part of T .
We will not focus on how gravitational waves are produced by the source

term, but only on their propagation once T = 0. In that case the solutions
are waves of the form

hµν(x) = Re
[
Hµν exp(ikλx

λ)
]
. (1.7)

The coordinates can be then further speci�ed to be in the so-called transverse-
traceless gauge, and the wave solution must then obey the following four
relations

kµkµ = 0, (1.8a)

kµHµν = 0, (1.8b)

Hµ
µ = 0, (1.8c)

H0µ = 0. (1.8d)

The �rst simply states that gravitational waves are propagating at the speed
of light, the second is the condition de�ning the radiation coordinates, the
third is the traceless condition and the fourth the transverse condition.

In particular, if we choose a plane wave propagating along z-axis with
an angular frequency ω the transverse-traceless solutions are of the form

hTTµν = Re








0 0 0 0
0 H+ H× 0
0 H× −H+ 0
0 0 0 0


 exp[iω(z/c− t)]




. (1.9)

This shows that gravitational waves have two independent polarizations,
usually called + and ×, which have e�ects in the transverse plane compared
to the direction of propagation.
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1.2 Detection principle

Interferometric gravitational wave detectors use laser light to measure the
distance between two coordinate points. Light in General Relativity always
travels along null geodesics, i.e. ds2 = 0. In addition, the radiation coordi-
nate choice results in objects such as mirrors remaining at �xed coordinates,
while the speed of light propagation in terms of coordinates varies due to
the metric.

Combining equations (1.9) and (1.1) we obtain the propagation of light
in the interferometer along the x-direction

0 = gTTµν dx
µdxν = −c2dt2 + (1 + h+(t))dx2. (1.10)

Hence the propagation time τx between two coordinates distant by L0 is
equal to

τx =
1

c

∫ L0

0

√
1 + h+

(
t+

x

c

)
dx. (1.11)

In the particular case of ground based interferometers, the current 3− 4 km
scale is much smaller than the gravitational wavelength they try to detect.
This translates into a propagation time x

c ≤ L0
c ∼ 10µs that is much smaller

than the gravitational wave period of 100µs− 100ms, hence we can approx-
imate h+(t+ x

c ) ' h+(t) and obtain

τx '
1 + 1

2h+(t)

c
L0. (1.12)

Consequently for a laser wavelength λ a round trip between two mirrors
yields a phase di�erence

ϕx = 4π
c

λ
τx = 4π

L0

λ

[
1 +

1

2
h+(t)

]
. (1.13)

Hence, in principle one could use a single arm interferometer to detect grav-
itational waves. However in practice the laser wavelength is not su�ciently
stable, and would mask any gravitational wave e�ect, as fractional changes
in wavelength δλ

λ would need to be much smaller than the gravitational wave
strain.

To avoid this issue, a second arm, which is usually orthogonal, is used in
interferometric gravitational wave detectors. The same derivation for light
propagating in the y-direction yields a phase di�erence

ϕy = 4π
L0

λ

[
1− 1

2
h+(t)

]
, (1.14)

and the di�erence in light phase between the two arms is

∆ϕ = ϕx − ϕy = 4π
L0

λ
h+(t), (1.15)
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Figure 1.1: Past and future observing runs of the global network of ground
based gravitational wave detectors, along with the achieved or planned av-
erage sensitive range to binary neutron mergers [8].

which in theory removes any issue with wavelength stability as all lasers
satisfy δλ

λ � 1. The phase induced by the gravitational wave in two orthog-
onal arms has opposite sign, hence the phase di�erence between two arms
removes at �rst order the laser wavelength (frequency) noise while adding
the gravitational wave signal from each arm.

A simple optical con�guration that implements the phase di�erence mea-
surement of light propagating along two orthogonal arms is the Michelson
interferometer. In fact, it forms the basis of all interferometric gravitational
wave detectors constructed to date. Although alternative con�guration such
as the Sagnac interferometer are also being actively studied at a prototype
level.

1.3 Ground based detector network

Over several decades a global network of several km scale detectors based
on this principle was progressively built, commissioned and operated on syn-
chronized observing runs. Two 4 km advanced LIGO detectors in the USA
in Livingston and Hanford, and a 3 km Advanced Virgo detector in Cascina,
Italy. These three detectors reuse the infrastructure of the initial LIGO and
Virgo detectors that were operated in the 2003-2011 period. The 3 km KA-
GRA detector is commissioned in a new underground facility in the Kamioka
mine in Japan. And �nally the LIGO-India project will operate an advanced
LIGO detector in a new infrastructure that is presently under construction
in India.

Figure 1.1 summarizes the observations this network has performed so
far with the O1, O2 and O3 observing runs, and the planned O4 and O5 ob-
serving runs. The synchronous operation is necessary, as it allows sky local-
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ization of the gravitational wave sources and enabling their electro-magnetic
followup observations. The localization is mainly performed through trian-
gulation of the time of arrival at each detector.

In addition, having at least two non aligned detectors allows to measure
independently the two gravitational wave polarizations, while three or more
detectors are required to constrain any extra polarization not predicted by
General Relativity.

The large gaps visible in this timeline are necessary to improve the de-
tectors sensitivity by hardware upgrades and commissioning. The loss of
observing time is more than compensated by the increase in sensitive range,
which increases the observable volume of universe as the cube of the range,
and increase the detection rate with the same proportion. The sensitivity
improvement also enables to observe in greater detail any nearby events that
may occur.



Chapter 2

Advanced Virgo

In this chapter we will make an overview of a ground based interferometric
gravitational wave detectors based on the example of Advanced Virgo. Ad-
vanced Virgo is a gravitational wave detector build in Cascina, Italy, which
has two 3 km long arms and uses a laser with 1064 nm wavelength.

2.1 Optical con�guration

We have seen in section 1.2 that in principle a Michelson interferometer is
well suited for detecting gravitational waves. In practice Advanced Virgo
uses a power recycled Fabry-Perot Michelson interferometer con�guration
that is shown on �gure 2.1. This more complex optical con�guration is
driven by a goal of reducing shot noise, i.e. noise from the quantum nature
of light.

The power at the output of a Michelson interferometer with a phase
di�erence ϕ = ϕ0 + ∆ϕ is

Pout = Pin

∣∣1− (1− εcd)ei(ϕ0+∆ϕ)
∣∣

4

2

(2.1)

' Pin
[
ε2cd
4

+ (1− εcd) sin2
(ϕ0

2

)
+

1

2
sin(ϕ0)∆ϕ

]
, (2.2)

where ϕ0 is a chosen working point of the Michelson interferometer called
dark fringe o�set, ∆ϕ is a small perturbation due for instance to a gravita-
tional wave and εcd is the interferometer contrast defect.

The number N of photons detected on a photo-detector in a given time
τ is Poisson distributed with a standard deviation σN =

√
〈N〉. Hence the

detected power has �uctuation

σPout
Pout

=
σN
N

=

√
hPc

τλPout
. (2.3)
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Figure 2.1: Optical layout of Advanced Virgo in 2017-2020, adapted from
[9].

This translates into an optical phase noise

σ∆ϕ =
σPout
Pout

=

√
hPc

τλPin

√
4(1− εcd) sin2

(ϕ0

2

)
+ ε2cd

sin2 ϕ0
, (2.4)

where the second square root factor has a broad minimum equal to one for
εcd � ϕ0 � 1. In other words, the best phase sensitivity of a Michelson in-
terferometer is achieved close to the dark fringe, but with the output power
due to the dark fringe o�set much larger than the contrast defect contribu-
tion.

Reducing the contrast defect light is the main goal of the two output mode
cleaner (OMC) cavities shown on �gure 2.1. Their purpose is to transmit the
TEM00 gaussian mode of the carrier light and to reject higher order modes
of carrier light and all modes of radio-frequency sidebands.

During O3a for advanced Virgo the output power was roughly 200mW
for 700W impinging on the beam splitter. That power is roughly equally
split between higher order modes and RF sidebands [10], with only 2.8mW
due to the dark fringe o�set. However after OMC �ltering only 120 uW
of light due to contrast defect remained [11]. An improvement by a factor
∼1700 from ε2cd = 1.1× 10−3 to ε2cd = 6.9× 10−7.
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The dark fringe con�guration of the Michelson interferometer re�ects
most of the light back to the laser. The purpose of the power recycling (PR)
mirror is to reuse that light by forming an optical cavity and increase the
e�ective input power. The PR cavity of Advanced Virgo has an optical gain
of GPR ∼ 40 which allowed in O3a to have 700W impinging on the beam
splitter with 18W of input laser power, and consequently reduce the shot
noise by a factor 6 as given by equation (2.4).

The last major element of the Advanced Virgo optical con�guration are
the Fabry-Perot cavity arms, whose purpose is to amplify the optical phase
change due to a gravitational wave. One simple aspect is their large length
of 3 km as the phase signal is proportional to arm length as shown in equa-
tion (1.15). The other is the use of Fabry-Perot cavities that results in many
e�ective round-trips inside the arms and an accumulation of the phase change
with a gain

Garm =
1 + rIM
1− rIM

, (2.5)

where rIM = 0.993 is the �eld re�ectivity of the input mirrors (IM) of the
arm cavities. For high �nesse cavities this gain happens to also be the gain
in power stored in the cavity.

However the arm cavities also act as a low-pass �lter due to storage in
the cavity, attenuating the phase shift for high frequency gravitational waves.
The arms act as a simple pole with frequency

farm =
1− rIM
rIM

c

4πL0
' 55Hz. (2.6)

Combining this with equations (1.15) and (2.4) we obtain a shot noise
amplitude spectral density (ASD)

Ashot(f) =
λ

4πL0

1

Garm

√
hPc

λGPRPin

√
1 +

(
f

farm

)2

(2.7)

' 2.3× 10−24 1√
Hz

288

Garm

√
40

GPR

√
18W

Pin

√
1 +

(
f

farm

)2

. (2.8)

The product Garmfarm is roughly independent of rIM for a cavity, hence
increasing the optical gain of the arm cavities does not change the shot
noise at high frequency as the increased gain is compensated by the lower
bandwidth of the arm response.

In this discussion we have neglected so far losses. The expected losses of
the Advanced Virgo mirrors of 35 ppm are small compared to the transmis-
sion of the input mirrors (TNI = 1.37× 10−2) hence they have no signi�cant
impact on Garm. More surprisingly they have an impact on the PR cavity
gain, as the losses are ampli�ed by the arm cavity gain Garm before being
compared to the PR mirror transmission (TPR = 4.84 × 10−2). As a result
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the lossless PR cavity gain of 80 is reduced to 40 by the arm cavity losses of
70 ppm per round trip. In practice due to point defects on the cavity mirrors
that have excess absorption, the losses increased once the interferometer is
operated to 90 ppm, leading to GPR reduction to around 35 during O3a.

This con�guration has changed for Advanced Virgo for the O4 observing
run with the addition of a signal recycling mirror.

2.2 Thermal noise

Thermal noise is a fundamental limitation of interferometric gravitational
wave detectors, as the thermal �uctuation cause motion of the mirror sur-
face. For a system in thermal equilibrium that has a linear response x(ω) to
external perturbation F (ω)

χ(ω)x(ω) = F (ω), (2.9)

the �uctuation-dissipation theorem [12] states that the e�ective thermal force
is due to the friction part of the linear response Im (χ(ω)) through

F 2
therm(ω) =

4kBT

ω
Im (χ(ω)) . (2.10)

The mirrors are placed in vacuum, and their dominant mechanical losses
are due to internal friction. For an oscillator of mass m with a single degree
of freedom this is well modeled [13] through a frequency independent �loss
angle� φ that is equal to the inverse of the quality factor Q of the oscillator

χ(ω) = m

(
ω2

0 − ω2 + i
ω2

0

Q

)
. (2.11)

This yield a thermal displacement noise

xtherm(ω) =
ω2

0√(
ω2

0 − ω2
)2

+
ω4
0

Q2

√
ω0

ω

√
4kBT

mQω3
0

(2.12)

that is concentrated around the system resonant frequency ω0, with a ∝ 1
ω0.5

dependence below the resonance and ∝ 1
ω2.5 dependence above the resonance.

This relation shows three handles for reducing thermal noise: increase
the quality factor of the system, increase the mirror mass and decrease the
temperature.

We have considered above the mirror bulk thermal noise. But there are
in fact other more dominant contribution to thermal noise from the mirror
suspension and from the thin di-electric coating layers that render the mirrors
re�ective.

To reduce losses the 42 kg mirrors of Advanced Virgo are suspended on
fused silica �bers, the same material as the mirror itself, using bonded fused
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Figure 2.2: Suspension, coating and mirror contribution to the thermal noise
of Advanced Virgo are shown. The estimated noise of the steel suspension
used in O2 and the fused silica suspension used during O3 are shown.

silica ears and anchors. This achieved quality factors Q ∼ 107, a considerable
improvement over the Q ∼ 105 steel wires that were used for initial Virgo
and for the O2 observing run of Advanced Virgo.

The mirror coatings have a comparatively large loss angle φ ∼ a few ×
10−4, and contribute signi�cantly to total thermal noise. This is shown on
�gure 2.2 which highlights that once the fused silica �ber suspensions were
implemented the coating thermal noise become by far the dominant source
of thermal noise at almost all frequencies.

2.3 Mirror suspension

Mirrors need to be isolated from the large ground motion. There are two as-
pects to take into account: the relatively small ground motion in the sensitive
band of the detector that has a typical spectrum of

x(f) ∼ 10−6

(
1 Hz

f

)2

m/Hz
1/2, for f > 10 Hz, (2.13)

and the large amplitude motion below a few Hz that is much larger than the
laser wavelength.

In Virgo the seismic attenuation is achieved using a 7.3m long isolation
chain shown on �gure 2.3 of mostly passive isolators that use a pendulum
for horizontal isolation and metal blade spring for vertical isolation. The top
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Figure 2.3: Virgo seismic attenuation chain composed of an inverse pendulum
pre-isolator, a chain of isolators, and a steering marionette and the payload
mirror.

(�lter 0) and bottom (�lter 7) are actively controlled to maintain a global
relative positioning between mirrors and to damp mechanical resonances.

The latter is critical as mechanical resonances ampli�es the motion in
proportion to the quality factor

T (ω) =

∣∣∣∣
x(ω)

xg(ω)

∣∣∣∣ =
ω2

0√(
ω2

0 − ω2
)2

+
ω4
0

Q2

(2.14a)

= 1 for ω � ω0 (2.14b)

= Q for ω = ω0 (2.14c)

' ω2
0

ω2
for ω � ω0. (2.14d)
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Figure 2.4: Total transfer function of the Virgo seismic attenuation between
ground motion and motion of the suspended mirrors [14].

Hence in contrast to the mirror itself and the marionette which require very
high quality factors to reduce thermal noise, the upper stages of the suspen-
sion need large intrinsic losses and active damping to prevent ampli�cation
of motion at low frequency.

The resulting ground motion isolation is shown on �gure 2.3 with at least
12 orders of magnitude of ground motion reduction above 10Hz. As a result
the mirror motion due to ground motion is negligible compared to thermal
noise above 10Hz.

2.4 Quantum noise

We have seen in section 2.1 that the quantum shot noise of light limits the
ability to measure the position of Advanced Virgo mirrors. A complementary
aspect of quantum noise is that it can back act on the system. In our case
quantum laser power �uctuations result in a �uctuating radiation pressure
force that pushes on the mirrors.

It can be shown that the dominant source of quantum noise is due vacuum
�uctuations entering through the anti-symmetric port of the interferometer
and interfering with the light circulating in the arms [15]. This results in
a readout shot noise contribution and in a radiation pressure contribution.
The radiation pressure contribution is due to the shot noise impacting the 4
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Figure 2.5: Quantum noise due to shot noise and radiation pressure noise
during O3 for Adanced Virgo, both the case with squeezing enabled and
disabled are shown.

mirrors of the arm cavities

Arad(f) =
4
√
Garm

L0

√
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and shows that increasing the mirror mass can reduce the radiation pressure
noise, while increasing the power in the arms or the optical gain of the arms
increases the radiation pressure noise.

The quantum noise level can be manipulated by changing the vacuum
�uctuations entering the interferometer through the anti-symmetric port us-
ing a squeezed state of light. Due to the Heisenberg principle if one quadra-
ture of the quantum noise is decreased the other quadrature is increased by
the same factor.

The result for the Advanced Virgo O3 con�guration is shown on �g-
ure 2.5. It shows that squeezing reduces shot noise by 3 dB while radiation
pressure noise is increased by 7 dB. The di�erence is due to optical losses
that reduce the amount of squeezing. Radiation pressure is only a�ected by
optical losses on the path from the squeezed vacuum source to the interfer-
ometer and the losses inside the interferometer estimated to be 15% in total.
While shot noise is in addition also a�ected by losses from the interferometer
to the the DC read-out photodiodes that are estimated to be 25%.
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Figure 2.6: Fundamental noises of Advanced Virgo during O3 as modeled in
AdVGWINC [16].

The squeezed vacuum state can be changed in a frequency dependent
way using the re�ection from a detuned auxiliary optical cavity so that the
squeezing reduces the radiation pressure quadrature below the cavity detun-
ing frequency and reduces the shot noise above the cavity detuning frequency.
A 300m long cavity has been commissioned at Advanced Virgo in prepara-
tion for the O4 observing run to be able to perform this frequency dependent
change in the squeezing quadrature.

2.5 Residual gas pressure

Advanced Virgo is operated under vacuum with a residual gas pressure lower
than ∼ 3 × 10−9 mbar in the arms and ∼ 2 × 10−8 mbar in the vacuum
chambers hosting the arm cavity mirrors. This residual gas pressure has two
e�ects:

� The laser beam in the arms interacts with gas molecules which creates
optical index �uctuations, this e�ect is higher for larger molecules that
tend to have larger polarisability.

� The gas molecules bouncing of the mirrors adds a random force pushing
on the mirror.

The sum of these two noises arising from residual gas pressure is shown
on �gure 2.6, along with the 3 other noise sources discussed above: quantum
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noise (radiation pressure and shot noise), thermal noise (bulk substrate and
coating) and seismic noise. Note that the last is expected to be su�ciently
reduced by the seismic isolation that it is several orders of magnitude below
the axis on the �gure.

These noises are often called �fundamental� as tackling them is the main
cost of building gravitational wave detectors after basic infrastructure, and
require a large R&D and engineering process to improve on. They are in
many ways unavoidable regardless of the precise technologies used for build-
ing the detector.

In the next chapter we will move to the much wider and often obscure
realm of �technical� noises, which are simply all of the other noises not listed
so far.



Chapter 3

Noise budget and technical

noises

The noise budget is the collection of di�erent noise sources that are at-
tempting to explain the noise amplitude spectrum density measured for an
instrument, for example a gravitational wave detector. It is composed of
the fundamental noises discussed in the previous chapter, which are usually
well known in advance, and an ever incomplete list of technical noises that
are often identi�ed as the commissioning of a gravitational wave detector
progresses.

3.1 A noise budget model

There are two a priori frequency dependent parts in estimating how a given
noise source a�ects the detector sensitivity:

� The level of underlying noise in its natural units (electronic noise in
volts, ground motion in meters, etc...).

� The transfer function from the noise source to the detector sensitivity.
That transfer function may be non linear in some cases.

For each of these two components there are generally three approaches to
estimate them

� a fully descriptive model,

� a model with some free parameters that are �tted to measurements,

� a direct measurement.

In practice depending on the noise in question di�erent combinations of these
three approaches are used for each of the two components in building a noise
projection.
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Figure 3.1: Longitudinal length de�nitions.

Models usually provide a better understanding of the underlying physics,
and hence how to reduce the noise source or its coupling. For this reason to
produce a noise budget of Advanced Virgo a complete model of the interfer-
ometer was built. It is a very simpli�ed model that includes only the four
main longitudinal degrees of freedom shown on �gure 3.1.

DARM Di�erential arm length = LN−LW. This is the di�erence in length
between the two arm cavities.

CARM Common arm length = LN+LW
2 . This is the average length of the

two arm cavities. In practice it is the same degree of freedom as the
laser frequency, as the laser is locked onto CARM so that the CARM
length is a multiple of the wavelength.

MICH Michelson = lN− lW. This is the di�erence in distance between the
beam splitter and each arm cavity input mirror

PRCL Power recycling cavity length = lPR + lN+lW
2 . This is distance from

the PR mirror to the average distance of the arm cavity input mirrors.

I have built the Advanced Virgo model in Matlab Simulink using the
SimulinNB package [17]. There are three main parts: suspensions, optical
response, and control �lters. We will describe these brie�y below.

For the suspension, only the two last stages are represented as a double
pendulum system for the mirror itself and the marionette above it. The force
exercised by the coils current on the magnets was measured and the response
of the analog driving electronics was calculated. This gives the motion of a
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mirror in meters as a function of the driving voltage in Volts from the digital
to analog converters.

The optical response of the interferometer is simulated in Optickle [18].
It provides the response in Watts of power on various photodiodes as a
function mirror displacement in meters. It only includes the main TEM00
mode of the carrier light and the RF sidebands, and it does include radiation
pressure e�ects and computes quantum noise level including the e�ect of
frequency independent squeezing.

Which error signals are used for controlling the interferometer is based
on discussion with the commissioning team, and the control �lters used were
measured from the transfer function between the photodiodes signals and
the correction signals of the digital to analog converters.

This model was built at the same time as the detector in 2016-2017,
starting from modeling the lock of a single Fabry-perot cavity arm. It pro-
vided the only calibration of signals into GW strain during the �rst month
of commissioning of the fully locked interferometer. And despite its largely
a priori nature it managed to match within 10% the precise calibration that
was performed later on with dedicated measurements. The model was also
compared to measurements of the open loop gains transfer functions of each
modeled degree of freedom.

Building such a model is a signi�cant time investment but it provides
a simple way of including many longitudinal noise source directly in their
natural units:

� Thermal noise of all mirrors as a displacement noise.

� Noise of the coil driving electronics in Volts.

� Noise of the photodiode measured in dark conditions in Watts.

� Demodulation phase noise which bilinearly mixes the two quadratures
of RF signals.

� Quantiziation noise due to limited precision of digital communication
between di�erent components.

� Quantum noise at the level of each photodiode.

It provides a noise budget not only from the main DARM degree of freedom
of interest for gravitational wave detection, but also the three other modeled
degrees of freedom. And it nicely incorporates the expected cross-couplings
between the di�erent degrees of freedom.

Other noise sources have been added independently of this model as
additional noise contribution to DARM, which neglects their possible con-
tributions to other degrees of freedom. In section 3.2 I discuss a selection
of technical noise more in detail, then in section 3.3 and section 3.4 the
Advanced Virgo budget at the end of respectively O2 and O3 is described.



26 Noise budget and technical noises

The goal of this noise budget was to provide guidance to commissioning
by highlighting which are the largest noises to tackle to improve performance,
and following the commissioning evolution on a daily basis. This was done
at the expense of not striving for high accuracy of each prediction, nor on
the completeness of all the possible noises.

These further goals are beyond the possibility of any single person. Dur-
ing O3 the Virgo collaboration invested into a technical noise review process
that involved ∼ 30 di�erent types of noises, and as many documents describ-
ing and evaluating them individually. The review was completed after the
O3 run �nished. For O4 this process is expanded to ∼ 100 noises that could
be identi�ed, and about as many people to evaluate and document them
precisely.

3.2 A selection of technical noises

In this section I will describe several technical noises that I have studied in
more detail, and that led to publications or technical reports that are in the
annex of this manuscript.

3.2.1 Output mode cleaner length noise

As we have seen in section 2.1 the role of the OMC is to reject higher order
modes and radio-frequency sidebands to improve the interferometer contrast.
However the OMC adds its technical noises to the interferometer in the
process. The main mechanism is that OMC transmission is maximal when
the cavity round trip length is a multiple of the wavelength and the cavity
mode is aligned with the laser beam. This leads to a quadratic coupling
of the OMC length and alignment �uctuations. We will focus here on the
length case.

The Advanced Virgo OMC is an evolution of the Virgo OMC and uses
a single piece of fused silica with four coated faces to form a bow-tie opti-
cal cavity. A concern is that the fused silica refractive index has thermal
�uctuation which yield relatively large optical length �uctuations of

lthermo-refractif ∼ 10−15 10Hz

f
m/
√
Hz (3.1)

above 10Hz. However, the RMS of the OMC length is dominated by �uctua-
tions below 1Hz in practice mostly due to the laser frequency wavelength fol-
lowing the large common motion of the arm cavity arms. Hence the quadratic
coupling is mostly bilinear in nature, with the thermo-refractive noise cou-
pling proportionally to the OMC lock accuracy ∆lrms

δh ∝ F 2
OMC∆lrmsδlth

λ2
, (3.2)
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Figure 3.2: Projection of OMC length noise with the OMC lock intentionally
mistuned by 4.5× 10−10m.

where FOMC is the OMC cavity �nesse.

I have experimentally studied the level of thermo-refractive noise and
the lock accuracy before the OMC was installed in Advanced Virgo [19].
This had shown that previous estimates of the thermo-refractive noise were
mistaken by a factor 2, and also establish that su�cient lock accuracy of
∆lrms = 3.5 × 10−13 m can be achieved to yield a thermo-refractive noise
coupling to the advanced Virgo sensitivity almost 2 orders of magnitude
below the sum of other noises. This paper is reproduced in appendix A.

This has been later on con�rmed at the Virgo site by adding an in-
tentional o�set into the OMC lock of 4.5 × 10−10 m to render the OMC
length noise dominant in the interferometer noise at ∼ 100Hz as shown on
�gure 3.2. The noise elevation followed the theoretical prediction of thermo-
refractive noise of the OMC. In addition it has shown a small contribution
of the digital to analog converter noise that drive the PZT that controls
the OMC length. No additional length noise was observed, in particular no
mechanical resonances.

The lack of spurious mechanical resonances, the low level of DAC noise
and the robustness against transmission degradation due to optics contam-
ination are the main advantages of a in glass resonance OMC such as the
Advanced Virgo. The additional thermo-refractive noise is at a manageable
level.

The uncertainty during the design stage on the thermo-refractive noise
and the achievable lock precision led to an Advanced Virgo design with two
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OMC cavities in series with a relatively low �nesse of ∼ 125. The above
experience allowed me to redesign the OMC for O4, and replace it with a
single cavity of identical geometry but with a �nesse ∼ 1000 and cavity pole
at ∼ 800 kHz. This solution increases the thermo-refractive noise coupling,
but allows to remove optical losses due to mis-match between the optical
modes of the two cavities (mis-alignment, mode-size mismatch and polar-
ization mismatch), and increases the �ltering of radio-frequency sidebands,
which were a dominating source of noise in Advanced Virgo during O3 as
will be described in section 3.2.2.

Note however that this O4 design reaches the limit of how low a pole
cavity frequency can be achieved with this technology. The measured OMC
losses of the new design are∼ 2%, half of which are due to Rayleigh scattering
and absorption inside fused silica. Further reduction in optical losses or
cavity pole frequency will require an open cavity solution with the beam
resonating in vacuum. At other wavelengths, such at 1550 nm where the
fused silica optical losses are lower, an in-glass resonating cavity such as
described above may still be viable, for instance for the proposed Einstein
Telescope low frequency interferometers.

3.2.2 Relative amplitude modulation noise

The laser light is modulated at several RF frequency in order to generate
optical beat signals between these sidebands and the carrier light that carry
information on the di�erent length degrees of freedom of the interferometer
(MICH, PRCL, CARM). However this modulation is not perfectly constant,
and the modulation amplitude �uctuates in time.

During O3 the dominant coupling of this relative amplitude modulation
(RAM) noise was due to the 56MHz sideband leaking through the OMC. The
OMC transmitted power of the 56MHz sideband was about 20 uW for 60mW
of sideband power at the OMC input, so an OMC attenuation of the order
of 3 × 10−4. Due to RAM noise this power has relatively large �uctuations
that are comparable to the shot noise of the DC read-out photodiodes.

Fortunately this �uctuations were also dominating in the light re�ected
from the OMC. Which allowed to measure them accurately and subtract
from the interferometer sensitivity during the gravitational wave strain re-
construction procedure.

Figure 3.3 shows the projection of the RAM noise onto the sensitivity
curve performed in two di�erent ways. One approach is purely empirical,
measuring the noise on the light re�ected from the OMC and measuring the
transfer function between that noise and the sensitivity curve. The other
approach follows the noise from it source as follows. The RAM noise has
been measured in the laboratory on a spare RF modulation generator and
ampli�er. Then this can be converted into light power �uctuations, which
are �ltered by the input mode cleaner that has a cavity pole at 520Hz. The
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Figure 3.3: Projection of RAM noise onto the sensitivity curves using two
approaches. An empirical measured noise level and coupling in red, and
laboratory measured noise source and modeled coupling in green. The two
projection match relatively well, and are compared to the sensitivity curve
in black.

relative intensity �uctuations of the ∼20 uW of sideaband power in transmis-
sion of the OMC can then be calibrated into strain using the interferometer
optical response transfer function. The two approaches agree relatively well
on the noise level, which gives con�dence that the coupling path is well
understood.

To solve this issue for O4 I have written a technical report with a de-
tailed description of the RAM noise modeling and derived speci�cations for
the RAM modulation scheme and the OMC. This report is reproduced in
appendix B. The high �nesse OMC upgrade described in section 3.2.1 will
provide a factor 10 increase in �ltering for this sideband, while an active RF
modulation stabilization scheme will provide another factor 10. At the same
time the power of the 56MHz sideband will increase by a factor ∼ 10 due
to higher injected laser power and signal recycling increasing the sideband
optical gain. In total a factor 10 noise reduction is expected which will keep
this noise safely at least a factor 10 below the expected fundamental noises.

3.2.3 Demodulation phase noise

The control of most longitudinal and angular degrees of freedom of the in-
terferometer relies on demodulating photodiodes signal at RF sideband fre-
quencies. The phase noise of this demodulation mixes the two quadratures
of the demodulated signal. This becomes an issue if one of the quadratures
is large, for example when it is not used in any active control, or if interfer-
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ometer optical defects result in the working point of the interferometer not
corresponding to a zero of the demodulated signal.

This bilinear noise coupling is relatively simple to model in the time
domain. If one denotes by I and Q the two quadratures of a given signal,
and by δφ(t) the demodulation phase noise then each quadrature sees an
additive noise source

δI(t) = Q(t)δφ(t), (3.3)

δQ(t) = I(t)δφ(t). (3.4)

This additional noise can be then propagated to the detector sensitivity using
the same transfer functions as for the corresponding photodiode dark noise.

In Advanced Virgo the demodulation is performed digitally using high
speed ADC (400MHz) and FPGA computations. This systems su�ers from
noise added to the timing signal synchronizing the ADC during the propaga-
tion of this timing signal on copper wiring. This results in a relatively large

phase noise of 3 × 10−5
√

10 Hz
f rad/

√
Hz for the higher frequency 56MHz

sideband [20].
This was a dominating noise source during the O3 commissioning, it was

resolved by changing the interferometer control scheme to use two quadra-
tures of the same photodiode for the MICH and CARM control, hence bring-
ing both quadratures to zero. Also the timing distribution system was im-
proved to use a clock sampled at 100MHz instead of 10MHz.

For angular controls intentional o�sets are needed, so tackling the phase
noise directly is required. This was resolved by measuring the phase noise
using the 2f signal of a photodiode located on the same suspended bench,
i.e. demodulating the photodiode signal at double the modulation frequency
to measure the optical beat between the lower and upper sideband that in
most cases is not contaminated by other noises. The photodiode used for
the measurement was located in re�ection of the OMC as it has its power
dominated by the 56MHz sidebands.

The phase noise measured from the 2f signal is double the phase noise of
any 1f signal located on the same bench and can be subtracted using a feed-
forward scheme as described in the O3 interferometer sensing and control
paper reproduced in appendix C.

3.2.4 Laser frequency noise

The laser frequency (or wavelength) is locked to match the common arm
length below ∼10 kHz using a hierarchical scheme that involves: the input
mode cleaner (IMC) cavity length adjusted by acting on the suspended mode
cleaner mirror coils, the laser frequency up-stream of the IMC by acting on
the master laser crystal temperature control and the crystal length using a
piezo-electric transducer, and an electro-optic phase modulator.
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Figure 3.4: Projection of the laser frequency noise onto the sensitivity. Pro-
jection of the in-loop error signal (green) and the sensing noise projected
using a modeled transfer function (purple) and a measured one (cyan). The
raw h(t) sensitivity is shown in blue while the curve in red shows the sen-
sitivity after noise subtractions, including the subtraction of laser frequency
noise.

The frequency noise coupling to the sensitivity is suppressed as it is com-
mon arm noise that is rejected by the di�erential nature of the gravitational
wave measurement scheme. However the two arm cavities are not perfectly
symmetrical. In particular in Advanced Virgo the input mirrors have both
side curved with the same curvature, which forms an etalon, an optical cavity
that can modulate the e�ective re�ectivity of the input mirrors and hence
the arm cavity �nesse by ∼ 1%. This asymmetry can be controlled by ad-
justing the temperatures of the input mirrors, but this control scheme was
only implemented in the second half of O3. The absence of control led to
relatively large frequency independent coupling from CARM to DARM of
up to ∼ 10−3 m/m.

Figure 3.4 shows a projection of the laser frequency noise at a time of
large coupling due to a mistuned etalon. There are two noise components in
this projection, the noise in the in-loop signal of the laser frequency control
is shown in green, it present many resonant structures. The error signal
sensing noise (photodiode quantum and dark noise) is shown in purple when
projected using a modeled coupling transfer function. At most frequencies
the sensing noise is larger than the in-loop signal, as the laser frequency con-
trol loop has high gain and suppresses the input laser frequency �uctuation
below the sensing noise.

There is also an additional more surprising coupling path for the laser
frequency noise. Frequency noise is polluting the error signal of the PRCL
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Figure 3.5: Comparison of gravitational wave strain sensitivity between the
case where the feedforward from the PRCL correction to the laser frequency
error signal is turned o� and on.

control, which results in an increased motion of the PR mirror. That PR
motion does not couple directly to the sensitivity, but instead pollutes the
error signal of the laser frequency control. This additional coupling path
explains the di�erence between the projection of the sensing noise using the
measured transfer function shown in cyan and the modeled transfer function
shown in purple that includes only direct coupling.

Hence this additional coupling path results from the imperfect diagonal-
ization of the PRCL and laser frequency error signals. I have implemented
a feed-forward scheme that successfully reduced this spurious coupling as
described in the paper in appendix C and highlighted by �gure 3.5.

The planned error signal for laser frequency control was a�ected by phase
noise discussed in section 3.2.3, so instead an error signal with lower signal
to noise ratio was used in practice. This meant that out-of-loop the laser
frequency noise could be measured more accurately. I have used this error
signal to perform a noise subtraction in the online h(t) reconstruction. This
allowed to mostly remove the residual frequency noise from the data after
the fact, as highlighted by the di�erence at high frequency between the red
and blue line in �gure 3.4. The step at 3.5 kHz is solely due to the frequency
noise subtraction being performed only up to that frequency.
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3.2.5 Back-scattered light noise

Scattered light is a major limitation that is a�ecting all interferometric grav-
itational wave detectors built to date. We have already seen in section 2.1
that light scattered by the arm cavities mirrors is the dominant source of
optical loss that reduce the power stored in the arm cavities by over a factor
2. In addition it reduces the e�ect of squeezing and hence increases quan-
tum noise. In both cases the relevant quantity is the total integrated scatter
(TIS) of the optics involved.

A more pernicious e�ect is back-scattered light: the small fraction of
scattered light that is back propagated into the interferometer and super-
posed with the Gaussian mode resonating in the arm cavities. This back
scattered light can have a large phase noise as it may involve for example
the motion of the vacuum chamber walls, thus it can bypass the seismic iso-
lation system. Even if the back scattered power is extremely small, it can
interfere constructively with the large power in the arms, and lead to large
e�ects.

Depending on the relative phase between the back-scattered light and
the interferometer beam, the interference can be in the phase or amplitude
quadrature. The former is a direct coupling as the interferometer detects
relative phase between the beams in the two arms, while the latter is coupled
through radiation pressure as it creates a �uctuating power pushing on the
mirrors.

To put it into context, gravitational wave detector have an optical phase
sensitivity of ∼ 10−12 rad/

√
Hz at the beam splitter. This means that back-

scattered light with fractional power of 10−24 is su�cient to be a noise source
above interferometer fundamental noises.

The coupling is also non-linear, as the ground motion is much larger
than a wavelength and leads to fringe wrapping. This means that the large
amplitude low frequency (<1Hz) ground motion can be up-converted into
the detectors sensitive frequency band.

The phase coupling of back-scattered light to the arm cavities can be
written simply as

hsc =
λ

4π

√
fr
L0

sinφsc, (3.5)

where fr is the fraction of the arm cavity power which is returning after
being back scattered, while φsc is the phase di�erence accumulated by the
back-scattered light. For back-scattered light that travels only once between
the scattering object and the interferometer φsc = 4πxsc

λ , where xsc is the
relative position of the scattering object with regard to the interferometer.

The non-linearity arises from the sine function, and leads to up-conversion
up to maximum frequency of 2 ẋscλ for back-scattered that travels only once,
but often reaches multiples of that frequency as light is back-scattered mul-
tiple times and travels back and forth several times between the scattering



34 Noise budget and technical noises

Figure 3.6: Strain data during an intentional suspended bench motion. The
contribution of the di�erent back scattered light mechanism is shown and
subtracted step by step.

object and the interferometer.

Back-scattered light doesn't have to be a fatality, it can be well under-
stood to reduce the back scattered fraction, the relative position of objects
surrounding the interferometer can be controlled [21], and in some cases it
can be measured and removed from the strain data after the fact.

In the article reproduced in appendix D I have studied in detail back-
scattered light from suspended benches that detect light in transmission of
the interferometer end mirrors. In addition to the direct phase coupling and
radiation pressure coupling described above, there are also sub-dominant
couplings due to the interferometer contrast defect and the arm power asym-
metry.

Moreover, most of the back-scattered from the suspended benches is re-
�ected by the end mirror back to the end mirror transmission photodiode.
As a result that photodiode measures the scattered light with a signal-to-
noise ratio greater than 10'000 and can be used to subtract back-scattered
light noise from the strain data. This was done during O3 and improved the
sensitivity up to a factor 4 at 20Hz during times of bad weather when the
ground motion is elevated.

Figure 3.6 shows the detector strain data during a time when the bench
was intentionally shaken at low frequency to make scattering more apparent.
The impact of the four back-scatter light coupling mechanism is shown, and
the result of subtracting each one of them in the time domain results in a
noise reduction of up to a factor 40.

Understanding the physical path of scattered light has also allowed to
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measure the scattered light fraction from these benches to be ∼ 3 × 10−8,
much larger than expected from the optics on suspended benches [22]. The
dominant source turned out to be quadrant photodiodes, as the measured
scattering was reduced by a factor 7 when the quadrant shutter was closed.
It has also shown a second order scattering (two round trips) that was in-
dependent of the quadrant shutter state and was di�erent by two orders of
magnitude between the two end benches (∼ 1.5× 10−12 and 4× 10−14) de-
spite the benches having nominally the same optical design. The culprit of
this second order scattering remains an open question.

For O4 the suspension inertial sensors for the suspended benches have
been replaced to improve the bench control. This should keep the �rst order
scattering below 10Hz, however the second order and higher scattering may
still be a limitation at times of bad weather that will require continued use
of the after the fact noise subtraction scheme.

I have also studied the back scatter from all other suspended benches in
Advanced Virgo [23], but these were less of a concern due better suspension
from the same long suspension chains as used for the arm cavity mirrors, or
intrinsically lower coupling as they are located on less critical ports of the
interferometer.

3.3 O2 noise budget

O2 was a brief observing run for Virgo that lasted only a few weeks at the
end of a much longer observation run performed by LIGO. The noise budget
of the interferometer a few weeks after the end of the data taking run is
shown on �gure 3.7. The noise budget is able to explain most of the noise
measured in the interferometer, with the sum of known noise corresponding
to a 35Mpc binary neutron star (BNS) range, while the measured noise has
a 14% lower sensitivity integrating to a 30Mpc BNS range.

The dominant noise source below 25Hz was angular sensing and control
(ASC), where sensing noise of the quadrants and optical levers used to control
the mirror angular degrees of freedom below 3Hz is re-injected and shaking
the mirrors more than they would naturally from ground motion �ltered
by the suspensions. There are also signi�cant contribution from the length
control of other degrees of freedom of the interferometer (mainly MICH and
PRCL), and the demodulation phase noise discussed in section 3.2.3 a�ecting
these longitudinal controls.

Between 25Hz and 100Hz the dominant source of noise is the thermal
noise the steel suspension wires of the mirrors as discussed previously in
section 2.2

Quantum noise discussed in section 2.4 is dominant above 100Hz with
many structures due mechanical vibrations and scattered light visible above
quantum noise.
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Figure 3.7: Virgo noise budget a few after the end of O2. The measured noise
is shown in solid blue, while in green is shown the sum of known noises. Each
family of noises contributing to this sum is shown in a di�erent color line.

3.4 O3 noise budget

O3 was a much longer observing run that lasted almost one year, with a 1
month commissioning break in the middle of it. We discuss here the sensi-
tivity near the end of that run when the sensitivity was about 20% higher
than at the beginning.

One complication in discussing the noise budget is that several of the
noises present at the interferometer output were identi�ed and could be
measured accurately enough to be subtracted from the data. Figure 3.8
compares the sensitivity before and after these subtractions. The control
noise from the MICH and PRCL longitudinal loop is known, and its residual
linear coupling can be subtracted. Also the relative amplitude modulation
noise discussed in section 3.2.2 could be measured in re�ection of the OMC
and subtracted.

The remaining noise budget after these subtractions is shown on �g-
ure 3.9. The measured noise level integrated to a 59Mpc BNS range is 11%
higher than the sum of known noise sources that correspond to a 66Mpc
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Figure 3.8: The detector noise as recorded is shown in blue, while the data
after linearly subtracting coherent noise is shown in red. The three main
subtracted noises are shown: MICH noise (purple), PRCL noise (green),
56MHz relative amplitude noise (cyan). Also narrow calibration lines are
subtracted, these are not shown to avoid cluttering the �gure.

Figure 3.9: Virgo noise budget at the end of O3. The measured noise is
shown in solid black, while in green is shown the sum of known noises. Each
family of noises contributing to this sum is shown in a di�erent color line.
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BNS range.
Below 40Hz most of the noise is not understood. The dominant known

contribution come from quantum radiation pressure noise that is ampli�ed
by the frequency independent squeezing. Between 50Hz and 200Hz there are
two additional signi�cant noise sources beyond quantum noise: the thermal
noise of the mirror coatings, and a ��at noise� that is not physically under-
stood. The latter increases with the dark fringe o�set and was limiting the
BNS range to 35Mpc in the initial stages of O3 commissioning. This higher
level allowed to �t the frequency dependence of this noise, and estimate its
level after dark fringe o�set was reduced. Above 200Hz the dominant noise
source becomes again quantum noise, the shot noise component of which is
reduced by frequency independent squeezing.



Chapter 4

Back-scattered light

We have already mentioned back-scattered light as an important source of
noise in section 3.2.5. It can also be used as a tool for characterizing optically
a gravitational wave detector or to measure the scattering from an optical
component as we will described it in this chapter.

4.1 Detector calibration with scattered light

Light back-scattered from end benches at Advanced Virgo is measured with
great accuracy using photodiodes hosted on these benches, as most of the
back scattered light from the bench is re�ected back from the highly re�ective
end mirrors. Using a modi�ed Hilbert transform and the direction of motion
of the suspended bench (towards or away from the mirror), both quadratures
of scattered light can be reconstructed from that photo-diode signal.

In simple terms, if the cosine of the scattered light phase is measured
directly, then the sine of the phase can be obtained by shifting the phase
either by π/2 forward or backward depending on whether the bench moves
toward or away from the mirror. This transformation allows to measure
back-scattered light coupling through the four mechanism described in sec-
tion 3.2.5, as each mechanism has a di�erent quadrature or a di�erent noise
frequency dependence.

The amplitude quadrature is detected directly by the photodiode and
can be used to measure the power stored in the arm cavities, the interferom-
eter contrast defect and the arm power asymmetry. The phase quadrature
obtain through the modi�ed Hilbert transform can be used to measure the
transmission of the end mirrors.

However this last parameter can be measured accurately in the labo-
ratory after coating deposition and before mirror installation. Hence, the
back-scattered coupling measurement can be used instead for an absolute
strain data calibration. Indeed the phase quadrature shown in equation (3.5)
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coupling is rather simple

hsc =
λ

4π

√
fr
L0

sinφsc. (4.1)

This can be rewritten as a function of the power PPD detected on the pho-
todiode on the suspended bench as

hsignal =
1

L
TEM

λ

4π

1

2
T F

[
δPPD
PPD

]
, (4.2)

where T F is the modi�ed Hilbert transform and TEM is the end mirror trans-
mission. Note that this relation involves only the relative power �uctuations
on the photodiode, hence neither the absolute calibration of the photodi-
ode nor the fraction of back scattered light are needed for determining the
equivalent gravitational wave signal injected by scattered light. The only
requirements are for the photodiode response to be �at or known accurately
between DC and the 10Hz-10 kHz band in which current gravitational wave
detector operate, and for the end mirror transmission to be measured accu-
rately. The other two quantities involved, the interferometer arm length L
and laser wavelength λ are known with a precision better than 0.01% and
are a negligible source of calibration uncertainty.

The Advanced Virgo end mirror have a transmission that was measured
at LMA before installation of TWE = 4.3± 0.2× 10−6 and TNE = 4.4± 0.1×
10−6. These relatively large fraction errors of 2%-5% are not a fundamental
limitation. For O4 the north end mirror has been replaced by a spare that
has a measured re�ectivity of TNE spare = 3.39 ± 0.02 × 10−6, a fractional
error of 0.6%. This is level of precision would be competitive compared with
other detector calibration methods.

There are currently three calibration methods used for gravitational wave
detectors, all of them are relying on physically displacing the arm cavity
mirrors.

The �rst approach relies on pushing on mirrors with electro-static or
electro-magnetic actuator, and using ultimately the laser wavelength as the
calibration reference. However, that reference is translated through a series
of measurement starting from simple Michelson fringes. It relies on cross-
calibrating several photodiodes, several mirror actuators and interferometer
optical con�gurations, which leads to potential substation errors [24].

The second approach relies on pushing on mirrors with an auxiliary laser
using radiation pressure. This requires them to have an accurate absolute
calibration of this auxiliary laser, and of the power losses between the laser
source and the mirror it impinges on. This is currently the standard method
for absolute calibration of gravitational wave detectors with ∼ 1% accu-
racy [25, 26], and it required a signi�cant e�ort from metrology institutions
to improve their accuracy of absolute light power calibration. It can be
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limited at higher frequencies were the mechanical resonance modes of the
mirrors (for example drum mode) can counteract the mirror pendulum dis-
placement.

The third method relies on gravitational interaction between the mirror
and a rotating mass moment. It is a method under development and promises
a very good accuracy as the rotating object mass distribution can be simply
measured, and the distance to the mirror con�rmed by varying the distance
between the rotator and the mirror. However it is limited by the rotor
rotation frequency to frequencies lower than a few hundred Hz [27].

Scattered light is fundamentally di�erent, as it relies on injecting a well
calibrated light phase modulation, as gravitational wave would by modu-
lating the e�ective distance between mirrors. It is not a�ected by the me-
chanical modes of the mirrors, and can be used to inject large signals at
high frequency. However it cannot be used during science operation as the
injection is intrinsically broadband, and cannot be concentrated at discrete
frequencies such as used in other method to monitor the calibration through-
out data taking.

Hence this could be complimentary to existing methods increasing the
calibration robustness. Absolute detector calibration will become increas-
ingly important for measuring parameters such as the Hubble constant using
gravitational wave data, while the frequency dependence of the calibration
at a few kHz is crucial for determining neutron star physical parameters such
as the tidal deformability and the equation of state from the merger of two
neutron stars.

4.2 Scattered light measurement

Scattered light fringe wrapping, while a large issue in gravitational wave
detectors as it leads to upconversion, is also a great tool as it self calibrates
the scattered light signal. It has a also a large signal to noise ratio as it
involves the interference between the small amount of scattered light with a
powerful reference beam. This can be used to make simple but very sensitive
measurements of scattered light from di�erent optical components.

Based on the Virgo scattered light experience from suspended benches, I
have built a small table top scattered light measurement scheme at LAPP. It
relies on balanced homodyne detection to remove the laser amplitude noise,
and a bench position modulation of a few hundred µm is simply achieved
by letting the bench gently swing on metal wires. This motions up-converts
scattered light up to a few kHz where the photodiode signal is otherwise
quantum shot noise limited. The setup is shown on �gure 4.1 and its results
are described in detail in appendix E

This setup allowed to understand coherent e�ects of back-scattered light
intereference. A scattering reference PTFE (Te�on) was used, which relies on



42 Back-scattered light

scattering
sample

position
modulation

50/50

50/50

back 
scattered
light

scanning
mirror

Figure 4.1: Optical layout of the interferometric scatter meter with balanced
homodyne detection. The scattering sample is freely swinging on a pendulum
suspended optical breadboard. The red line represent the laser beam, while
the blue dashed line is the back scattered light optical path.

multiple scattering inside the material (similarly to snow) to generate a scat-
ter that is almost perfectly indepent of angle with a bidierction re�ectance
distribution function (BRDF) that is equal to 1

2π for each polarization, i.e. a
polarized beam is back scattered as unpolarized light.

There is a well known relation [28] between the interfering fraction of
back-scattered light fsc and the beam waist w0.

fsc = BRDF
λ2

πw2
0

(4.3)

It turns out that this relation holds also far from the waist when using the
beam radius w instead of the beam waist, and this quadratic relation far
from the waist can be measured experimentally. It also can be derived from
�rst principle for simple cases such as back scatter from a point defect.

One can also measure that back-scattered light is sensitive to alignment.
If one shifts the scattered light propagating in the balanced homodyne part of
the experiment that is independent from the reference beam, then the mea-
sured interference falls o� exponentially in the same way as a Gaussian beam
would. This happens despite the incoherent power of the back-scattered light
reaching the photodiodes remaining the same. That result highlights that
scattering from one part of an optical setup to another is highly ine�ec-
tive, and that direct back-scatter which counter-propagates along the beam
path is in most cases the dominant source of scatter interference, as it is by
construction aligned with the main beam.

Beyond these basic checks many di�erent components can be measured
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Component BRDF incidence polarization
(1/srad) angle

Neutral density 1.4× 10−4 3.3 deg S-pol
Neutral density 5.2× 10−6 3.3 deg P-pol
Neutral density 3.1× 10−5 19 deg S-pol
Neutral density 5.6× 10−6 19 deg P-pol
Silicon beam dump 1× 10−4 1 deg S-pol
Silicon beam dump 3.8× 10−6 1 deg P-pol
QPD, Excelitas, YAG-444-4A 3.5× 10−3 5 deg S-pol
QPD, First Sensor, QP22-Q 3× 100 5 deg S-pol
PD, Excelitas, C30665GH 4.9× 10−5 20 deg S-pol

Table 4.1: Back-scatter BRDF measurement of di�erent opto-mechanical
components used in Virgo. The incident beam is always S polarized while
the polarization at which the measurement is performed is noted in the table.
These measurements have ∼ 15% statistical errors due to speckle averaging.

as shown in table 4.1. This allows to identify components that could be
dominant sources of back-scatter on optical benches at Virgo. For example
it con�rmed that quadrant photodiodes from First Sensor are the dominant
source of scattering on the Advanced Virgo end benches. The measured back-
scatter from the bench corresponds well to the fraction of light back scattered
by the bench once the beam size on these quadrants and the fraction of the
incident beam reaching them is taken into account. It also shows that other
quadrant photodiodes (from Excelitas) have back-scatter that is three orders
of magnitude lower.

Another interesting result in that table is that back scatter in the P polar-
ization can be several orders of magnitude smaller than in the S polarization.
Showing that optics scatter mostly in the incident beam polarization. This is
not very relevant for terrestrial gravitational wave detectors, but it is import
for the future eLISA space gravitational wave telescope which use di�erent
polarization in the same beam expander for sending and receiving beams to
the other spacecraft. Hence for example a powerful S polarized beam that is
sent out, can through back scatter pollute the low power P polarized signal
arriving from the distance spacecraft.

The interferometric approach used also allows back-scatter measurements
at very small angle of incidence. The main reason is that only light that reach
the scattering target will be phase modulated by the suspended bench mo-
tion, as it is the only component located on that suspended bench. Hence a
telescope can be used to send a large beam with low divergence on the sam-
ple optic and amplify the angular separation between the specular re�ection
and the back scatter from the sample optic.

In practice with a simple magni�cation ×4 telescope and a 2mm waist
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Figure 4.2: Measured BRDF using a 2.1mm radius beam (blue points) and
450 um radius beam (red points) as a function of incidence angle θ. The
horizontal blue and red solid lines represents the corresponding measurement
noise �oor observed without a sample. The black solid line show the expected
interference from the window 700 ppm specular re�ection.

beam a 160µrad angular resolution was achieved. This resolution is still
limited by the beam divergence.

This performanced in showcased on �gure 4.2 where the results from
measuring an anti-re�ective coated optical window are shown. This window
sample is a damaged spare of the vacuum windows used on Virgo suspended
benches vacuum tanks. Up to 500µrad the measurement is limited by the
specular re�ection from the window. The Gaussian fall of the from the spec-
ular re�ection follows well the theoretical expectation, then above 500µrad
a roughly 1

θ2
powerlaw fall-o� is measured that corresponds to expectations

from a highly polished optic, which then �attens at 30mrad as the scattering
becomes limited by small scale rugosity and point defects.

The small angle measurements are at present limited to samples with
low specular re�ectivity, such as lenses, beam dumps, sensors. The main
reason is that for a highly re�ective mirror the powerful specular re�ection
re-enters the telescope and back scatters from optics or mounts in the setup.
This e�ect is easily identi�able, as back-scattered light following this path
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encounters the suspended bench motion twice, which result in scattered light
up-conversion at double the frequency of light back-scattered directly by the
sample mirror. So this does not bias the measurements, but it can render
the setup blind for small incidence angles on re�ective optics. And there are
prospects to resolve this issue by properly ba�ing the telescope, and more
re�ned data analysis to separate back-scatter that sees the bench motion
once or twice.

The telescope magni�cation could be increase further to obtain a beam
of ∼ 20mm in radius. This would remain a factor few smaller than what
is achieved with meter scaled telescopes on suspended benches at Advanced
Virgo. That larger beam size should yield an angular resolution of 16µrad
and permit the study of back scatter at incidence angle of 100µrad−1 mrad.
A poorly characterized scatter angle region, but critical as this is the angle
where ba�es closest to the beam are located within the gravitational wave
detector Fabry-Perot arms [29, 30].



Chapter 5

Gamma-ray bursts and

gravitational waves

Gamma-ray bursts (GRBs) are bright �ashes of gamma-rays originating in
distant galaxies. They were originally discovered in the 1970's by satellite
monitoring the application of the treaty on nuclear tests ban. After several
decades of study and the exclusion of hundreds of potential models two
explanations remained for GRBs: extreme cases of core-collapse supernova
for more massive and highly rotating progenitor stars, and the merger of a
neutron star with another neutron star or a black hole.

These two models correspond to the two partially overlapping popula-
tions of observed GRBs. These two populations are di�erentiated by the
GRB duration and spectral hardness, i.e. the relative contribution of more
and less energetic gamma-rays to the total measured luminosity. Short-hard
GRBs are less frequent and are thought to be due to neutron star mergers,
while long-soft GRBs are associated with core-collapse supernova. The line
separating the two classes of GRBs being at roughly 2 second duration. In
both cases the GRB engine is thought to be a highly rotating compact object
(either neutron star or black hole) that ejects some matter along its rotation
axis at relativistic speeds. The emission from these jets is boosted to higher
energies by the highly relativistic motion of the emitting matter.

Before gravitational wave observations the long GRB association with
core-collapse supernova was more established. Most long GRBs are located
in active star forming regions of galaxies, due to the short life span of mas-
sive stars of only a few million years. There were also several observations
of supernova following the long GRB emission, starting with the �rst well
established association of SN1998bw and GRB980425.

The short GRB association to neutron star mergers was more specula-
tive. Short GRBs are less numerous, and due to their short duration they
are harder to localize and the observation of its afterglow is more di�cult.
Hence the association relied observationaly mostly on a small number of lo-
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calized short GRBs that were in galaxies without much active star formation,
and often with large o�sets to the galaxy center. The presence in galaxies
without active star formation would be explained by the long time necessary
for the two neutron stars of the binary system to loose orbital energy and
merge. While the large distance would be due to supernova kicks, when the
neutron stars are formed by non perfectly symmetrical collapse. This col-
lapse asymmetry impacts su�cient momentum to displace the binary system
far from the galactic plane.

Neutron star mergers were identi�ed early on as a prime candidate for
gravitational wave detection. As a consequence searches for gravitational
waves associated with GRBs have been performed since the �rst initial LIGO
data taking runs [31]. This has continued for subsequent runs with two
types of analysis. A modeled search using binary neutron start and neu-
tron star � black hole coalescence template waveform that was focused on
short GRBs, and broader scope analysis using time-frequency excess power
methods to search for any gravitational wave transient associated with any
of the GRBs. In both cases by the end of the S6/VSR2-3 runs in 2009-2010
the gravitational wave method were coherently combining data from several
detectors [32]. This was enabled by the localization of GRBs by gamma-
ray satellites, which greatly simpli�es coherent searches as the relative time
delay of arrival at di�erent detector sites is known a priori.

By the time of the �rst Advanced LIGO and Virgo data taking run O1
in 2015-2016 the search methods were well established. And required mostly
a transfer of knowledge from the initial LIGO/Virgo experience to a new
generation of scientists. I have led this transfer by being the main editor
of the collaboration paper on this topic that is reproduced in appendix F,
and then coordinating the GRB working group for 5 years. The prospects
of these analysis remained in question, as the expected rate was relatively
low at 1 per year at aLIGO/Virgo design sensitivity due to the relativistic
beaming which was expected to produce visible gamma-rays only for 10% or
less of binary mergers.

5.1 GW170817 / GRB 170817A

The spectacular breakthrough occurred in 2017, with the discovery of the
binary neutron star merger GW170817 in coincidence of GRB 170817A. The
time and sky location association between the two was highly signi�cant, at
more than 5σ. It clearly con�rmed that short GRBs are produced at least
in some cases by binary neutron star mergers.

The gamma-ray arrival was delayed compared to the neutron star merger
gravitational wave signal by 1.74±0.05 s as shown on �gure 5.1. Well within
the expected delays of [−1, 5] s derived by the LIGO/Virgo collaboration
back in 2010. This short delay after ∼ 43 Mpc of propagation corresponds to
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Figure 5.1: Joint multi-messenger detection of GW170817 and
GRB 170817A. The top 3 panes show the gamma-ray �ux measurement,
while the bottom pane is the gravitational wave time-frequency map show-
ing the characteristic chirp signal of a compact object binary merger.
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Figure 5.2: Equivalent isotropic luminosity of GRB 170817A compared to
the luminosity of other GRBs as a function of redshift. The green dashed
line shows the detection sensitivity of the GBM instrument on-board the
Fermi satellite.

a fractional speed di�erence between light and gravitational waves of ∼ 10−15

or less. It also provides a strong test of the equivalence principle that electro-
magnetic radiation propagation is a�ected by the Milky Way gravitational
potential in the same way as gravitational waves with a precision of ∼ 10−6.

This event provided also a large surprise, as the gamma-ray emission was
3 to 5 orders of magnitude less luminous than for other short GRBs, and
could be detected only due to the proximity of the source. This suggested
that GRB 170817A was observed slightly o�-axis, which later on was con-
�rmed by late time X-ray and radio afterglow brightening as the relativistic
jet slowed down su�ciently to include Earth in its beaming angle.

This highlighted that the top-hat jet approximation, that GRBs emit
only in a narrow cone with no emission outside of it is too simplistic. And
that more complicated structures are needed to explain a non-negligible an-
gular region with reduced but still signi�cant gamma-ray emission. Another
consequence was that observed luminosity models for short GRBs need to be
extended down from 1049 erg/s to a at least 1047 erg/s or lower, to include
dim nearby short GRBs as shown on �gure 5.2.
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These results were derived between the LIGO, Virgo, Fermi/GBM and
Integral collaboration in a paper written a few weeks after the event and
reproduced in appendix G. As the Virgo editor for that paper, it was an
intense and unexpected round the clock work for that time period, that
followed the months long marathon and sprint of commissioning Virgo to
start data taking only a few weeks before that event. This was a very di�erent
pace from previous LIGO/Virgo collaboration results that had taken a year
or more to be written in a publication.

That event led also to a host of other results by studying in more detail
the gravitational wave signal or combining it with other electro-magnetic
observations. It provided a measure of the Hubble constant independent
from the usual cosmic ladder [33], some interesting bounds on the neutron
star radius and equation of state [34], or that neutron star mergers may
explain most of the r-process heavy elements present in the Milky Way [35].

5.2 Short GRB population

This event changed some paradigms, as the limiting factor for joint obser-
vation becomes gamma-ray sensitivity for slightly o�-axis events instead of
gravitational wave. This prompted a more active developments of gamma-
ray followup of gravitational wave events and joint gamma-ray / gravitational
wave searches [36, 37]. Despite this no other neutron star merger event asso-
ciated with a GRB has been discovered since GW170817 in the 2019-2020 O3
observing run, highlighting that GRB 170817A was a relatively exceptional
event.

This was in many ways predicted after observing GRB 170817A. On �g-
ure 5.3 one can see that at redshift 0.03 corresponding to 135Mpc, roughly
the range of gravitational wave detectors during O3, one could expect be-
tween 3 and 30 binary neutron star detection per year, but only 0.2 and 1
detection that is associated with a short GRB. This is in line with what was
actually discovered during O3 with the observation of one binary neutron
star merger and three neutron star � black hole mergers [38, 39].

Nonetheless, the lack of further gravitational wave detections after GRB 170817A
provides lower limits on the distance to the other observed short GRBs and
put constraints on the population. Most short GRB population models were
assuming a simple top-hat emission, with a large uniform gamma-ray �ux
inside a narrow emission cone, and no emission outside it. The equivalent
isotropic luminosity inside that emission cone had a wide distribution, with
a lower cut-o� at a few 1049 erg/s and a decaying tail of rare high lumi-
nosity events extending to 1053 erg/s to cover the observed distribution of
luminosity shown on �gure 5.2.

Before GRB 170817A this top hat emission model was evaluated by a
dozen di�erent studies, an example of such a study and a comparison with
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Figure 5.3: Predicted detection rates per year as a function of redshift.
The purple curve shows an example luminosity distribution model before
GRB 170817A was observed, while the three other model show extension to
lower luminosity that would be more compatible with GRB 170817A. The
gray band is the binary neutron star merger rate measured by the detection
of GW170817.

others can be found in [40]. These models based on gamma-ray observations
predict the product ρ0fb to be of the order of a few Gpc−3yr−1, where ρ0 is
the GRB rate in the local universe and fb is the beaming factor representing
the fractional solid angle of the top hat cone emission. This turned out to
be compatible with the measured rate of BNS mergers through gravitational
wave of 10 to 1700 Gpc−3yr−1 [41], as the beaming factor for short GRBs is
expected to be of the order of 10 percent.

However these top-hat models remain unsatisfactory, as they do not in-
clude the low-luminosity of GRB 170817A. A simple solution is to extend to
lower luminosities the luminosity distribution functions used in one of these
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Figure 5.4: Luminosity distribution model, in red is shown a broken power
law that �ts short GRB observations, and in blue possible low luminosity
extensions to take into account GRB 170817A with γL between -1 and 1.
The labels describe the powerlaw slopes and break energies corresponding to
equation (5.1).

models as shown on �gure 5.4 and assume fb = 1

dP

d ln(Liso)
∝





(
Liso
L∗∗

)−γL (L∗∗
L∗

)−αL

L0 ≤ Liso ≤ L∗∗(
Liso
L∗

)−αL

L∗∗ < Liso ≤ L∗(
Liso
L∗

)−βL
Liso > L∗

(5.1)

where the parameters αL = 0.94, βL = 2, L∗ = 2 × 1052 erg s−1 and
L∗∗ = 5 × 1049 erg s−1 are �xed by past studies of the GRB population,
and the free parameters are the powerlaw slope γL of the low luminosity
extension and the low luminosity cut-o� L0.

This is an e�ective phenomenological model, and one should not assume
that the GRBs have such a wide distribution of intrinsic luminosities. Instead
the expected physical model would be that the intrinsic luminosity distribu-
tion is convolved with the angular distribution of the emission, which leads
to the apparent low luminosity observed at Earth for sGRBs that have their
core emission pointing in a di�erent direction.

The LIGO-Virgo-KAGRA collaboration results are actually able to put
some constraint on such a model [42], putting limits on the powerlaw slope γL
of the low luminosity extension, and to a lesser extent on the low luminosity
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Figure 5.5: Posterior distribution on the low luminosity powerlaw slope γL
and the low luminosity cut-o� L0 from gravitational wave followup of ∼ 100
GRBs.

cut-o� L0 of that extension. The results of a Bayesian analysis are shown
on �gure 5.5, and constrain the slope to be between -0.17 and 0.73, a much
slower decrease compared to the higher luminosity part of the distribution
that has a slope of 0.94 and further increasing to 2 at very high luminosity.
The L0 cut-o� is constrained to be at most of ∼ 1047 erg/s in order to be
able to explain GRB 170817A, but remains compatible with no cut-o� down
to at least 1043 erg/s. In other words, the are results compatible with an
angular emission that continuously decreases from a high luminosity core to
negligible gamma-ray emission far from the emission cone.

A future development would be to constrain directly parameters of such
physical models of emission. For example, a simple two parameter model can
be a Gaussian angular distribution of �ux with the width of the Gaussian
as a free parameter, and a powerlaw distribution of the intrinsic luminosity
of the GRB, i.e. the �ux along the axis of the emission jet. It is however
likely that a more complex model, with additional parameters, would be
needed to be compatible with the measured GRB luminosity distribution,
and the constraints coming from observing one GRB in gravitational waves
and putting lower limit of 100 − 200 Mpc on the distance to ∼ 100 other
GRBs.



Chapter 6

Conclusions

I have summarized in this thesis my activity in the gravitational wave �eld
between 2013 and 2022, which has covered two di�erent topics: gravitational
waves searches in association with gamma-ray bursts, and the construction,
commissioning and operation of Advanced Virgo.

My research was initially focused on gravitational wave data analysis
related to gamma-ray bursts. I have co-chaired the LIGO/Virgo GRB work-
ing group from 2016 to 2021, led the paper writing of the O1 LIGO/Virgo
GRB follow-up in 2016, and was the Virgo collaboration editor for the paper
on the joint gravitational wave and gamma-ray discovery of GW170817 /
GRB 170817A. This extraordinary event, which has subsequently been ob-
served at most electromagnetic wavelengths, changed many hypothesis into
established facts. However it has not been con�rmed since then by other
observations during the O3 LIGO/Virgo observing run. The on-going O4
observing run, with its longer 18 months duration and better sensitivity will
hopefully lead to another multi-messenger observation. This will either start
con�rming that GW170817 / GRB 170817A was a typical nearby event, or
that the population of nearby GRB is diverse with much variability remain-
ing to be understood. It should also shed some more light on the typical
angular distribution of gamma-ray emission from binary neutron star merg-
ers and the structure of the relativistic jet that powers that emission.

Over time I have increased my involvement in the Virgo detector instru-
mentation. I have characterized and commissioned the Advanced Virgo out-
put mode cleaner. First in the optics laboratory, then installing it at Virgo,
and commissioning it for science operations. I have also participated in de-
veloping and characterizing the upgraded O4 output mode cleaner. This has
however reached the limit of performance in terms of optical losses per level
of optical �ltering, due to the Rayleigh scattering inside fused silica. Future
upgrades to reduce further losses and increase the �ltering of sidebands and
higher order modes will require a change in technology, to a cavity in which
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light resonates in vacuum. That technology is already used in the LIGO
output mode cleaner, but developing the expertise to be able to implement
it without additional mechanical resonances will be a challenge.

I have also been in charged of the Advanced Virgo noise budget since
2016, building a simpli�ed but complete model of the longitudinal control of
the interferometer, and integrating all noise sources into it. This has been a
precious tool for understanding the instrument and guiding commissioning
once lock is acquired and light resonates fully inside the interferometer.

During O2 and O3 this achieved a fairly complete explanation of the
measured noise with only 10-15% remaining unexplained. However, given
that noise sources add quadraticaly to the sensitivity, this strongly limits any
long term planning of sensitivity improvement. This remaining unaccounted
noise is su�cient to limit any improvement on the total sensitivity to at most
a factor 2. As a result the sensitivity improvements, obtained from upgrades
that aim to tackle understood noise sources, remain highly uncertain.

A more recent activity on scattered light is an o�-shoot of studying the
general noise budget. It resulted in a better understanding on how scattered
light couples to the detector sensitivity, how it could be used for calibrating
the gravitational wave strain data in an absolute way that is also accurate at
high frequency, and �nally how to measure accurately back-scattered light
from individual component in the laboratory.

In particular the project of measuring back-scattered light at very small
angles (100µrad − 1 mrad) combined with direct measures and models of
back-scatter from multiple scattering has been funded. And it will be devel-
oped over the next 3 years in a new R&D platform that is under construction
at LAPP.

Also, the replacement of the north end mirror with one that has small
errors in its transmission measurement promises a good test of using scat-
tered light to calibrate a gravitational wave detector. I hope that there will
be opportunity to test this during the O4 observing run.

In the mean time, since the start of writing this thesis I have been ap-
pointed deputy commissioning coordinator and the O4 commissioning of Ad-
vanced Virgo is slowly progressing and still underway. The main di�culty
is the introduction of resonant sideband extraction through signal recycling.
This has been in use at advanced LIGO since 2015, but Virgo has the ad-
ditional complication of marginally stable recycling cavities due to space
constraints in the building.

A marginally stable cavity corresponds roughly to a �at-�at con�guration
of a Fabry-Perot resonator. It is not selective and allows all spatial modes to
resonate for the same cavity length in addition to the main TEM00 Gaussian
beam. This can be contrasted with stable cavities, which have curved mir-
ror and beam expansion within the cavity. For stable cavities each spatial
mode resonate for a di�erent length of the cavity due to the accumulation
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of Gouy phase that is proportional to the order of the mode. In addition,
the relatively large curvature of the mirrors, ensures that any defect due to
manufacturing or thermal e�ect due to laser absorption remains small. This
contrasts with a marginally stable cavity that can easily be pushed into the
unstable region where all modes are diverging spatially and no mode can
resonate.

The consequences of the lack of these two properties were not well un-
derstood at the start of the O4 commissioning. As result they were slowly
uncovered, understood and mitigated over time, and can be brie�y summa-
rized as follows.

The correction of the signal recycling and power recycling curvature was
initially performed using intentional thermal lenses in compensation plates
in front of the input mirrors. The intention was to use the average of the two
lenses to compensate the power recycling cavity curvature, while to use the
di�erence of the two lenses to compensate the signal recycling cavity curva-
ture. While this works from the point of view of radio-frequency sideband, it
is not the case of the di�erential carrier light that contains the gravitational
wave signal and is recycled by signal recycling. The latter is also controlled
by the average of the two lenses. This issue was eventually resolved in the
summer of 2022 by creating an additional thermal lens in the power recycling
cavity, using a thermal projector that had been developed 10 years before
for initial Virgo arm cavity mirrors, which enabled to act independently on
the power and signal recycling cavity curvatures.

This allowed to achieve stable and repeatable operation of the detector,
however the radio-frequency signals remained polluted by large o�sets due
to higher order modes and discrepancy between the sideband and carrier
beam shapes and positions. These o�sets could be eventually measured
using carrier light only and mechanical dithering of the mirrors to obtain
the correct longitudinal position of mirror. This was implemented in the
spring 2022 for SRCL and in winter for MICH.

A consequence of these o�sets are that they greatly increase the cou-
pling of demodulation noises. The phase noise was known since O3, and the
solution developed for O3 for angular degrees of freedom proved e�ective
also for longitudinal ones. In addition, a demodulation amplitude noise was
identi�ed and eventually a solution was found to subtract in winter 2022.
This was possible as the amplitude noise is common to radio-frequency lines
demodulated using the same analog to digital converter, and noise measured
at one radio-frequency could be used to subtract it from another frequency.

In parallel, another struggle was the signal recycling alignment. An over-
looked consequence of marginally stable cavities is that higher order modes
are also recycled and their power increased at the dark port of the interfer-
ometer by about a factor 7. Counter to the experience with other degrees of
freedom, a good signal recycling alignment correspond to a higher brightness
of the light at the dark port of the interferometer. In addition radio-frequency
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quadrant signals do not provide useful signals due to the lack of Gouy phase
in the signal recycling cavity.

Eventually a solution of dithering longitudinally the arm cavity mirrors
and angularly the signal recycling mirror proved to be e�ective at aligning
signal recycling although with limited bandwidth and accuracy.

An ongoing issue to resolve is the higher coupling of laser frequency
noise due to this higher power at the dark fringe. The increased �nesse
of the output mode cleaner allows to achieve a reasonable rejection of the
noise, but it critically depends on alignment and is limited by alignment
�uctuations.

In parallel several other issues have contributed to slowing down the
progress. An incident during vacuum pumping that broken a mirror sus-
pension and one of the magnets bonded to the mirror, contamination of the
output mode cleaner external surface with burned plastic, laser failures and
unexplained excess noise of the new �bered laser, and many more smaller
issues.

Overall, this puts in question the long term prospects of operating a
marginally stable dual recycled interferometer at Virgo. E�orts have started
to revisit the studies from circa 2010 of implementing stabled recycling cav-
ities either through the construction of additional building or through more
complex suspension schemes to �t many suspended mirrors in a small space.
When and how could this be implemented will be an intense activity over
the next few years.

With a longer perspective, I am also involved in the newly created Ein-
stein Telescope collaboration that proposes to build a third generation under-
ground gravitational wave detector, with construction starting in the 2030
decade. The purpose is to increase the sensitivity by an order of magni-
tude compared to current detectors and be able to measure already observed
sources at cosmological distances, and study gravitational waves sources that
remain to be detected such as supernova, pulsars and ringdowns of neutron
star mergers.

With that perspective I am co-chair the Input Output Optics work pack-
age with the task of designing this part of the future instrument over the next
few years. I hope to transfer some of the lessons I have learned working on
commissioning the output optics of Virgo, coordinating the general commis-
sioning of Virgo and managing the interferometer system in the Advanced
Virgo+ project of upgrades for O4 and O5.
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Abstract. The Advanced Virgo detector uses two monolithic optical cavities
at its output port to suppress higher order modes and radio frequency sidebands
from the carrier light used for gravitational wave detection. These two cavities in
series form the output mode cleaner. We present a measured upper limit on the
length noise of these cavities that is consistent with the thermo-refractive noise
prediction of 8× 10−16 m/Hz1/2 at 15Hz. The cavity length is controlled using
Peltier cells and piezo-electric actuators to maintain resonance on the incoming
light. A length lock precision of 3.5× 10−13 m is achieved. These two results are
combined to demonstrate that the broadband length noise of the output mode
cleaner in the 10-60Hz band is at least a factor 10 below other expected noise
sources in the Advanced Virgo detector design configuration.
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1. Introduction

Advanced interferometric gravitational wave detectors, such as Advanced Virgo [1],
advanced LIGO [2], or GEO-HF [3] are making first detections or are about to start
observations. All these detectors are using a special case of homodyne detection called
DC readout [4, 5] to extract the differential arm length signal from the light at the
interferometer output, that is the carrier light. A crucial element in the DC readout
detection scheme is an output mode cleaner (OMC), which is a non-degenerate optical
cavity that transmits only the fundamental Gaussian mode at the carrier frequency.
The purpose is to keep only light which leaves the interferometer due to a gravitational
wave signal and remove higher order modes caused by interferometer mirror defects
and radio-frequency sidebands used for the control of auxiliary degrees of freedom.

One drawback of this scheme is that any length noise of the OMC cavity is
imprinted on the transmitted light if the cavity length is not perfectly adjusted to the
carrier frequency. The coupling factor is proportional to the root-mean-square of the
difference between light carrier frequency and cavity resonant frequency.

A very low cavity length noise of a few 10−17 m/Hz1/2 at 1Hz has been obtained
for rigid cavities [6], however these have no means to tune the cavity length to follow
the light frequency at the output of the interferometer. Although a scheme has been
proposed to remove the need for cavity length actuator [7], all current detectors have
actuators on the OMC length that may introduce additional length noise.

For advanced LIGO and GEO-HF the OMC is a 4-mirror bow-tie cavity with one
of the mirrors directly mounted on a piezo-electric actuator (PZT) [2, 8], an upper
limit of 2× 10−14 m/Hz1/2 on the cavity length noise introduced by this PZT has been
measured in the 1-7 kHz band [8]. Advanced Virgo chose an alternative, more compact
design with a single piece of fused silica forming a 4 surface bow-tie cavity [1] (see
figure 1), based on previous experience from Virgo [9]. The cavity optical length can be
controlled with two actuators, a Peltier cell that thermally changes the refractive index
in the cavity and hence the optical length, and a PZT pressing the OMC transversely
and allowing a fast control of the refractive index but with a low dynamic range. This
choice should have the advantage of reducing noise from mechanical vibration and
from the PZT, but has the drawback of light circulating in the substrate instead of
vacuum, which among other things introduces additional thermal noise [10]. In order
to obtain sufficient light filtering without introducing high thermal noise and large
scattered light losses, two monolithic cavities are placed in series instead of a single
cavity with high finesse.

In this paper we present an upper limit on the Advanced Virgo OMC length noise
and the achieved precision of the OMC length control in a table top measurement.
By combining these two measurements we derive the expected contribution of the
OMC length noise to the Advanced Virgo measurement noise. In section 2 we discuss
in detail the expected thermal length noise of the OMC and its coupling to the
gravitational wave measurement, then in section 3 we describe the test measurement
setup. Section 4 presents the length noise upper limit and section 5 the length control
precision.

2. Advanced Virgo Output Mode Cleaner

The optimization of parameters for the Advanced Virgo OMC led to a design composed
of two monolithic fused silica cavities in series [10], which allows good radio frequency
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refractive index n 1.44963
refractive index temperature dependence β −10−5 K−1
density D 2200 kg/m3

thermal conductivity κ 1.38W m−1 K−1
temperature T 300K
specific heat C 746 J K−1 kg−1

Table 1. Fused silica parameters for thermo-refractive noise calculation (5)

filtering with low finesse and short cavities. Each OMC cavity is a single piece of fused
silica with an elongated hexagon shape. The cavity has an effective length L = 0.124m
(half of the round-trip length) which corresponds to an optical path length l0 = nL
where n is the fused silica refractive index. The cavity finesse was measured to be
F ' 125 and internal cavity losses at ∼ 1.5% [11]. One of the cavity surfaces is
curved, with a radius of 1.7m, and the beam resonating in the cavity has a waist
w0 = 321 µm located at the cavity input surface.

The cavity couples the fluctuations in optical path length l to power fluctuations
δP of the transmitted light

δP

P0
=

1

1 +
(
2F
π

)2
sin2 2πl

λ

− 1, (1)

where λ = 1064 nm is the laser wavelength. In practice the optical path fluctuations
are dominated by low frequency fluctuations, hence we decompose the cavity length
fluctuations into a large dynamic, low frequency (below 10Hz) component with root-
mean-square (RMS) ∆lrms and a small component δl in the sensing band of Advanced
Virgo (10Hz– 10 kHz)

l = l0 + ∆lrms + δl. (2)

Using this decomposition, (1) can be approximated above 10Hz by
δP

P0
' −32F 2 ∆lrmsδl

λ2
. (3)

The corresponding noise on the gravitational wave signal is directly given by the
power fluctuations in transmission of the OMC divided by interferometer response
transfer function OTF. Hence the OMC length noise coupling into the gravitational
wave signal is

δh = −32
√

2
F 2∆lrmsδl

λ2OTF
, (4)

where the additional factor
√

2 comes from adding in quadrature the length noise of
the two OMC cavities, which is expected to be caused by statistical fluctuations in
the substrate temperature and therefore independent.

Indeed, compared to a 4 mirror cavity design, a monolithic cavity has additional
thermal fluctuations from the medium in which light circulates. Given that the
thermal expansion coefficient of fused silica α = 5× 10−7 K−1 is small compared to the
changes of the refractive index as a function of temperature dn

dT = β = −10−5 K−1, the
dominant thermal length noise is thermo-refractive noise. There is also a contribution
from Brownian noise and from all coatings thermal noises, but these are also negligible
compared to thermo-refractive noise.



OMC length noise upper-limit 4

Laser

OMC1

OMC2

-

-

laser intensity pick-off PD

cavity length control

laser frequency control

mode matching
telescope

~

~
+

Figure 1. Schematic of the optical test setup (not to scale). The two OMC
cavities OMC1 and OMC2 are set in parallel and each receives 45% of the laser
beam, which in transmission of each cavity is split equally onto an in-loop and an
out-of-loop PD. The flow of signal for the subtraction of laser intensity noise, the
laser frequency control and the cavity length control is shown by arrows.

Thermo-refractive noise has been computed as a function of frequency f for an
infinite plane of thickness L in appendix E of [12] and can be rewritten as

δlthermo-refractive(f) ' 2βT
√
LkBκ

DC
√
π

1

(w0/
√

2)22πf



∫ ∞

0

xdx

1 +
4r2th
w2

0
x2
e−x



1/2

, (5)

where kB is the Boltzmann constant, rth =
√
κ/(2πfDC) is the thermal path length,

L = 0.124m is half of the cavity round-trip length and the values of the different
parameters for fused silica are given in table 1. The integral term equates to 1 in the
adiabatic limit where rth � w0. At low frequencies where rth � w0, the integral term
is ∝ f , hence the thermo-refractive noise remains bounded at low frequency. The
transition between the two regimes occurs at f ∼ 1.3Hz for the OMC cavity. The same
result has been obtained more recently for a finite cavity of cylindrical geometry [13],
which restrains its validity to the range where rth is much larger than the wavelength
and much smaller than the transverse size of the cavity (1 cm). This corresponds to
a valid frequency range of 10mHz– 100 kHz, which covers well the frequency range of
interest here. The principle of these computations has been confirmed by measuring
thermo-refractive noise in a very different geometry of whispering-gallery mode of
microspheres [14].

In section 4 we measure that the cavity length noise at 10Hz is not larger than
the one predicted by (5).

3. Experimental setup

The OMC cavity length fluctuations are measured using a dedicated optical test setup.
The setup is located on a passively isolated optical bench, enclosed in aluminium and
plexiglas covers placed on a tubular structure to prevent beam jitter from the clean
room air flow. A schematic of the optical layout is shown on figure 1. A small
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fraction (10%) of the light from a 2W Mephisto laser [15] at 1064 nm is picked-off to
a photo-diode (PD) to measure the laser intensity noise; the main part of the beam
is matched with a telescope to two cavities set in parallel. This is different from the
Advanced Virgo case where the two cavities are placed in series, and allows a simple
measurement where light seen by one cavity is not directly affected by the other. For
each cavity two PDs measure the transmitted power, which is between 30mW and
80mW depending on the PD.

To obtain an error signal for the cavity length, a dithering sine-wave, at a dozen
kHz is applied to each cavity by a PZT. The cavity length error point is the PD signal
demodulated at the dither frequency. This signal is limited by the laser intensity
noise at the dither frequency. With the active power stabilization loop enabled
(“noise eater” [15]), the laser intensity noise at a dozen kHz has a relative intensity
∼2× 10−7 Hz−1/2. This laser intensity is measured by a pick-off PD and subtracted
before demodulation.

The length error point is calibrated by scanning linearly the laser frequency over
several cavity free spectral ranges, each free spectral range corresponding to a cavity
length change of λ/2, as can be seen from (1). The measurement has an absolute
statistical error of 2 –3% and the systematic error from using the cavity length as a
reference is less than 1%. Consequently the relative calibration is adjusted by several
percent to obtain a good cancellation of common frequency noise between the two
cavities. This cancellation is described in section 4.

4. Cavity length noise measurement

In our measurement the laser frequency noise is dominant. Hence we lock the laser
onto the length of OMC1 with a bandwidth of ∼ 250Hz to reduce the frequency noise,
and leave the OMC1 cavity length free. The OMC2 length is locked onto the laser
frequency using Peltier cells and the PZT actuator with a loop unity gain frequency
around 0.2Hz.

Laser frequency noise δν couples to transmitted light fluctuation δP in the same
way as cavity length noise as shown in (1). The spectra of the two cavities length
error points are shown on figure 2 and are dominated by laser frequency noise. This
frequency noise is equivalent to cavity length noise δllaser using the relation

δν

ν
= −δλ

λ
=
δllaser
l0

, (6)

with ν = 2.82× 1014 Hz the light frequency. With this notation and dismissing other
noise contributions the cavity calibrated error point can be written as

EPOMC = δlOMC + δllaser. (7)

Hence the difference between the two cavities

EPdiff = EPOMC1 − EPOMC2 = δlOMC1 − δlOMC2 (8)

should be a good measure of the differential length, free of the common laser frequency
noise. This is a true representation of the cavity differential length above 10Hz as
the OMC1 length is free and the OMC2 length control loop has a gain well below 1.
However, some of the laser frequency noise is re-injected by PZT feedback of the OMC2
length control, as the loop gain at 10-100Hz is ∼ 0.02 and not zero. This means that
in addition to OMC2 free cavity length noise there is a loop feedback contribution
δlOMC2 = δlOMC2, free + δlOMC2, PZT. The latter can be easily subtracted as the
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Figure 2. Differential OMC length noise measurement over 1.5 hours of data.
Shown are the calibrated length error points for OMC1 and OMC2, their difference
(8), and the difference with the OMC2 PZT feedback subtracted (9). For reference
the expected thermo-refractive noise is shown along with electronic and photon
shot noise.

feedback voltage is known and the cavity has a flat response of χ = 2.6× 10−11 m/V
at these frequencies, hence we define the loop corrected differential length as

EPdiff free = EPOMC1 − (EPOMC2 − χPZTOMC2) = δlOMC1,free − δlOMC2,free. (9)

These noise curves are shown on figure 2 averaged over 1.5 hours of data, and
we have checked that this noise level is stationary at the few minutes time scale.
Also shown are the PD electronic noise measured with the laser switched off and the
expected photon shot-noise. For comparison the thermo-refractive noise of the two
cavities from 5 added in quadrature is also shown. The measured cavity differential
length shows many lines due to mechanical resonances of components on the optical
bench, especially above 60Hz the measurement is completely spoiled. At lower
frequencies, the broad lines at 5Hz and 6.5Hz come from the tubular posts that
hold plexiglas covers to prevent air-flow, and their coupling depends on the torque
applied to the PZT clamping. Below 10Hz there are large fluctuations that are not
understood. Nonetheless in the 10-20Hz band the measured noise is within 10% of
the thermo-refractive prediction, and is an upper-limit that no length noise is larger
than this prediction.
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Figure 3. Spectra of the in-loop and out-of-loop measures of the OMC2 cavity
length. The integrated low-frequency RMS of both signals are also shown. Above
5Hz the signal is dominated by laser frequency noise, which is slightly lower than
in figure 2 due to higher gain laser frequency control. Below that frequency the
out-of-loop length RMS is 3.5× 10−13 m.

5. Length control precision

The cavity length fluctuations couple to the gravitational wave detector sensitivity
through (4), where the lock precision ∆lrms is a critical parameter. In section 4 we
used a low gain on the OMC2 cavity length control to limit re-injecting frequency
noise with the loop and to simplify the result interpretation. To improve the lock
precision, the OMC is operated with a factor 10 higher loop gain and a unity gain at
a few Hz. As in the previous section the loop feedback is dominated by the Peltier
cells temperature feedback below 0.1Hz and by the PZT feedback above this cross-
over frequency. Figure 3 shows the OMC2 error point spectrum for a high gain loop
using the in-loop and out-of-loop PD. This achieves ∆lrms = 3.5× 10−13 m for the
out-of-loop signal, over 3 times lower than the design requirement [1].

In Advanced Virgo the precision of the laser lock onto the reference cavity is
∼ 1Hz RMS [1], which through 6 is equivalent to 4.4× 10−16 m, that is a laser
frequency control orders of magnitude better that the one achieved here. Therefore in
the real case the laser frequency should not be dominant as in the test setup presented
here, and the OMC lock precision should be easily reproduced even with a lower control
loop gain.

Using 4 we combine the achieved lock precision ∆lrms and the measured upper
limit on cavity noise δl shown in figure 2 to obtain the expected contribution of
OMC length noise to the Advanced Virgo measurement noise shown on figure 4.
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Figure 4. Projection of the upper-limit on OMC length noise from figure 2 onto
the Advanced Virgo design noise curve assuming a lock precision of 3.5× 10−13 m
and a detuned signal recycling configuration. The original design and updated
design Advanced Virgo noise curves are shown.

Below 60Hz this expected broadband noise is at least 10 times smaller than the
Advanced Virgo design sensitivity [10] or the updated sensitivity expectation using
more accurate suspension thermal noise models [1]. Above 60Hz the measured OMC
length noise upper limit is dominated by mechanical resonance of the measurement
setup, nonetheless it remains below the design sensitivity curve. In Advanced Virgo
these resonances should not be present as the OMC will be placed on a suspended
bench in vacuum.

The prominent lines at 11.53Hz, 22.53Hz and 37.23Hz are narrow, with
respective linewidths of 30mHz, 100mHz and 30mHz. Hence regardless of whether
these are real length noise or a sensing noise of this particular measurement, these
lines will not have an impact on the broadband gravitational wave sensitivity that
is relevant for most gravitational wave signals, such as coming from compact binary
coalescences [16].

Note that in the initial broadband configurations [10] the constraints on the OMC
length noise are ∼ 10 weaker than in the configuration optimized for binary neutron
star detection. Indeed, without signal recycling or with signal recycling tuned the
optical gain at 10Hz is about an order of magnitude higher, hence the OMC length
noise coupling in these cases is 10 times smaller at low frequency than presented here.
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6. Conclusions

We have measured an upper limit on the Advanced Virgo OMC cavity length noise.
In the 10-20Hz band this upper limit is consistent with the thermo-refractive noise
prediction, confirming that there is no other significant length noise in this cavity
design.

We achieved a lock precision of ∆lrms = 3.5× 10−13 m, which is a factor 17 better
than obtained previously for the Virgo OMC [10]. Combining these two results we have
shown that the OMC length noise contribution to the Advanced Virgo measurement
should be at least a factor 10 below other expected noise sources in the 10-60Hz band,
which is most challenging for technical noises. This gives confidence that the OMC
noise should not be a limiting factor in the forthcoming Advanced Virgo observations.

The achieved gap between the expected OMC noise contribution and Advanced
Virgo noise opens the prospects of further parameter optimization depending on the
issues encountered during the first Advanced Virgo operations. For example the radio-
frequency sideband filtering could be improved by an order of magnitude by increasing
the OMC finesse by a factor 2. This would increase the thermo-refractive noise by a
factor 4 but it would still remain a factor 10 below other expected noises.
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Abstract

The relative amplitude modulation noise of the 56MHz sideband is affecting the Advanced Virgo sensi-
tivity during the O3 run. Here we compute the requirement on this noise for O4 that is needed to prevent
it from limiting the sensitivity.
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1 Introduction

In this technical note we discuss the contribution of
the relative amplitude modulation noise to the Ad-
vanced Virgo noise curve during O3, and compute the
requirements for this noise for O4. The requirement
is summarized in figure 7, and corresponds to a factor
10 reduction in the relative amplitude noise in order
keep it a factor 10 below the noise curve during O4. It
is mandatory to have this improvement for the radio
frequency sidebands that resonate inside the central
intereferometer (nominally 6 MHz and 56 MHz), but
it is preferable to have it for all sidebands that are
transmitted by the input mode cleaner, so also the
8 MHz sideband.

2 Level of relative amplitude
modulation noise

The noise of the LNFS generator and RF amplifier
has been measured in the laboratory [1]. The mea-
surement is shown on figure 1, and it is terms of RF
voltage amplitude fluctuation divided by the mean
amplitude of the voltage. It shows that the LNFS
generator is the dominating noise contributor up to
500 Hz, above the 2 W amplifier adds another noise
to it. Note that this additional bump at ∼4 kHz is
not present for the 1 W RF amplifier.

This amplitude modulation noise is then applied
to the electro-optic modulator that generate RF side
bands around the carrier laser light. The relative am-
plitude noise of this sidebands is equal to the relative
amplitude modulation noise. As the intensity of the
sideband is equal to the square of the amplitude, the
relative intensity noise (RIN) of the sideband is dou-
ble the relative amplitude noise. Indeed, if we denote
by W the light intensity and by V the light amplitude
then

W + δW

W
=

(V + δV )2

V 2
' V 2 + 2V δV

V 2
(1)

δW

W
= 2

δV

V
. (2)

The sidebands are then filtered by the input mode
cleaner (IMC) that has a cavity pole measured to be

at 520 Hz [2], which attenuates the amplitude fluctu-
ations at high frequency. The sidebands are resonat-
ing in the central interferometer but are rejected by
the arms, as the central interferometer cavities are
shorter and lower finesse than the IMC. Hence the
sideband amplitude noise arrives almost unchanged
at the output of the interferometer.

This is confirmed by measurements. The B1s1 pho-
todiode receives the light reflected by the first output
mode cleaner (OMC). Above 30 Hz the spectrum is
dominated by the 56 MHz sideband RAM as demon-
strated by varying the the 56 MHz modulation index
which changes the level of noise observed on the B1s1
and B1p photodiodes [3]. Moreover, by scanning the
first OMC, the amount of power for the upper and
lower 56 MHz sideband impinging on the OMC can
be measured, which allows to normalize the measured
spectrum of power fluctuation into a RIN. Figure 2
shows the measured RIN on B1s1, for comparison the
RIN at the output of the EOM, and after filtering by
the IMC is also shown. The measured RIN at the
interferometer output matches perfectly the expecta-
tion from the measured 2W amplifier output filtered
by the IMC.

3 Filtering of RAM by OMC

The 56 MHz filtering by the OMC has been measured
on two occasions [4]. In January 2019, by injecting a
narrow band line into the 56 MHz modulation ampli-
tude noise, and in August 2019 by injecting a broad-
band noise into the 56 MHz modulation amplitude
noise. By observing the height of the narrow band
line or broadband noise before and after each OMC
the filtering of each OMC can be estimated. For the
January 2019 this yielded a factor 230 for OMC1 and
a factor 25 for OMC2. In August 2019 it yielded a
factor 130 for OMC1 and a factor 10 for OMC2. The
January 2019 results correspond to 10µW of 56 MHz
light reaching the B1 photodiodes.

The theoretical filtering by an OMC is given by

TOMC =
1

(1 + (2F/π)
2

(sin(−2πfmodlopt/c))
2
)
, (3)

where lopt = 2×1.44963×62 mm is the OMC optical
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Figure 1: RAM noise measured for the LNFS and after amplification by the 2W amplifier. The noise of the
LNFS generator is in purple, and the noise once amplified by the 2W amplifier is shown in red (installed
amplifier) and blue (spare amplifier).
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Figure 2: RIN

length, F = 125 is the finesse, fmod = 56 MHz is
the modulation frequency and c is the speed of light.
This yields TOMC = 3.5×10−3, compared to the best
measure value of TOMC = 4.3× 10−3. The most sur-
prising is why the OMC2 filtering is so much worse
than OMC1. This has been understood, as the trans-
mission of OMC1 is dominated by the order 1 mode
of the 56 MHz which is ∼10 times filtered by an OMC
cavity than the order 0 mode [5].

In any case the measured filtering by the two
OMCs is in between 1.7 × 10−4 and 7.7 × 10−4,
taking the average of these two 4.7 × 10−4 matches
well the measured coupling of the 56 MHz sideband
RAM into the sensitivity curve. Figure 3 shows
the projected 56 MHz RAM assuming the measured
60 mW of 56 MHz sideband reaching the interferome-
ter output and the B1 photodiode shot noise level for
2.8 mW of carrier light passing through the OMCs.
Note that in practice the shot noise is a factor

√
2

smaller due to squeezing, so the sideband RAM is at
the same level as shot noise at 100 Hz.

This projection has also been integrated into the

Figure 3: 56 MHz sideband RAM projection com-
pared to the unsqueezed B1 shot noise
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global noise budget. Figure 4 shows the projection
based on the computation above, and a projection
based on measuring directly the transfer function be-
tween the B1s1 photodiode and the sensitivity, as the
two are coherent. The two projections agree well with
each other

4 O4 simulations

To specification for O4 on the RF sideband RAM
lets start by repeating the above projection for the
O4 configuration with 40 W of input laser power
and 40% transmitivity of the signal recycling mirror.
We will conservatively assume a modulation index
of m = 0.25 as this the modulation currently used
for the 56 MHz sideband. We also assume a dark
fringe offset yielding 2.8 mW of carrier TEM00 light
at the interferometer output. We consider the nom-
inal 6 MHz and 56 MHz sidebands, but also the ten-
tative plans of replacing the 6 MHz modulation with
either a modulation at 31 MHz or 44 MHz.

The results are summarized in in table 1, in partic-
ular there is 10 mW of 6 MHz power (upper and lower
sideband added together) and 599 mW of 56 MHz
power (upper and lower sideband added together)
at the interferometer output. These powers do not
depend significantly on the exact value of the dark
fringe offset. Independent simulations were per-
formed with Finesse that yield results within 10% of
these.

For O4 the plan is to replace the double output
mode cleaner (OMC) with a single OMC of higher
finesse (F∼1000), which is expected to transmit 4.4×
10−3 of the 6 MHz sideband and 5.5 × 10−5 of the
56 MHz sideband.

The simulations to obtain the sideband powers are
performed calling a script1 These are then input into
the projection using a function in gwinc2 These yield
figure 5 where the coupling is almost the same for
all sidebands. This is in line with the power on the
B1 photodiode given in table 1. The reason is that

1https://svn.ego-gw.it/svn/advsw/NoiseBudgets/

simulinkNoiseBudget/DRITF/run_DRITF_NB.m
2https://git.ligo.org/michal-was/advgwinc/blob/

master/noise/technical/RIN56MHz.m

for higher frequencies the Schnupp asymmetry has a
larger impact, so a larger sideband power leaks to the
anti-symmetric port of the interferometer. However
the larger frequency sideband are better filtered by
the OMC, and the two effects compensate each other.

In addition to the TEM00, there might be higher
order mode on the sidebands. We consider here the
order 1 and order 2 modes, taking into account that
the OMC radius of curvature is 1.7 meters, and as-
suming there is 10% of power in the order 1 mode
and order 2 mode each. During O3 the 56 MHz or-
der 1 mode has about 10 times less power than the
TEM00 [5]. The result is shown on figure 6, only the
order 1 mode of the 56 MHz is relevant.

5 O4 specification

To derive a specification we assume that only the
56 MHz and 6 MHz sideband are present, and that
the two are added in quadrature. The case when the
6 MHz is replaced by 31 MHz or 44 MHz are very sim-
ilar. On figure 7 are the requirements in order for the
RAM noise to be a factor 10 below the expected O4
sensitivity.

The sideband RAM is also polluting the power sta-
bilization error signal, this has been evaluated [6], the
result is shown on figure 8. The RAM contribution is
a factor 2 above the power stabilization error signal
shot noise. The power stabilization noise itself is a
factor ∼30 below the current sensitivity curve [7], but
it would preferable to keep the error signal clean, by
reducing the RAM noise by a factor 10. The factor
10 is in any case the requirement given on figure 7.
This would require to implement this solution for all
sidebands used in low noise operations, in particular
also for the 8 MHz sideband.

The RAM specification seem feasible, in the Ad-
vanced Virgo TDR a prototype active stabilization
is shown that has a noise level of 3 × 10−8 1√

Hz
, and

for LISA pathfinder an active stabilization was imple-
mented that has an out of loop noise of 1× 10−8 1√

Hz

(see figure 9). During O4, an active stabilization of
RAM noise will be necessary for the two sidebands
resonating in the central interferometer (nominally
6 MHz and 56 MHz), without it the sensitivity will
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be significantly impacted between 20 Hz and 200 Hz.
It would also be preferable for the sidebands that are
transmitted by the input mode cleaner and reach the
power stabilization photodiodes (nominally 6 MHz,
8MHz and 56 MHz).

Note that this specification assumes that the new
high finesse OMC will perform as well as the theory
predict, so an even lower RAM noise might be needed
if the new OMC is under performing. This would of
course push the requirements on the RAM stabiliza-
tion even further down in an attempt to compensate
for the OMC flaws. While, as reported, a factor a few
times better than what already achieved in the past
seems within reach, it is important not to consider
this as a silver bullet. First of all, recent commu-
nication from the LNFS-100 manufacturer have rule
out the possibility of improving performance at the
source (they are going to be exactly what they cur-
rently are) and some sort of red flag has been raised
as far as the impact of an amplitude stabilization
scheme could have on the synthesizer performance in
term of Phase Noise. Although measurement made
to that end at the time of AdV TDR writing did not
find any impact on the generator Phase Noise, we
can not rule out at this time that further improve-
ment in the amplitude noise stabilization could be
detrimental to the phase noise. In addition to that,
the stabilization scheme under consideration is not
far from reaching the best performance theoretically
possible with such solution. So in the worst case sce-
nario that the new OMC design is a failure, further
improvement on RAM suppression would be needed
compared to what is shown in figure 7, but with the
caution expressed above.
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Figure 4: Amplitude spectral density of h(t) in black, of the projection based on the computed coupling of
the generator RAM in green, and the measured coupling between the B1s1 and h(t) in red. The last two
agree very well with each other and are a factor ∼4 below the sensitivity curve.

sideband modulation ITF output OMC B1 PD
frequency index power transmission power
6 MHz 0.25 10 mW 4.4× 10−3 44 uW
56 MHz 0.25 599 mW 5.5× 10−5 33 uW
31 MHz 0.25 227 mW 1.8× 10−4 41 uW
44 MHz 0.25 404 mW 9.1× 10−5 37 uW

Table 1: Table of sideband parameters and simulation results
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Figure 5: Projection of the 6 MHz RAM (top left), the 56 MHz RAM (top right), the 31 MHz RAM (bottom
left) and the 44 MHz RAM (bottom right).
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Figure 6: Projection of the higher order mode 1 and 2 of the sidebands 6 MHz RAM (top left), the 56 MHz
RAM (top right), the 31 MHz RAM (bottom left) and the 44 MHz RAM (bottom right).
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Figure 7: Requirement on the relative amplitude noise at the output of the amplified generator signal.
Assumes the 6 MHz and 56 MHz sideband are used and includes 10% of power on the order 1 and 2 higher
order modes.
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Figure 8: Impact of sideband RAM on the power stabilization error signal.

Figure 9: Performance of radio frequency amplitude stabilization in LISA pathfinder.
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Abstract: Advanced Virgo is a 2nd-generation laser interferometer based in Cascina (Italy) aimed
at the detection of gravitational waves (GW) from astrophysical sources. Together with the two
USA-based LIGO interferometers they constitute a network which operates in coincidence. The three
detectors observed the sky simultaneously during the last part of the second Observing Run (O2)
in August 2017, and this led to two paramount discoveries: the first three-detector observation of
gravitational waves emitted from the coalescence of a binary black hole system (GW170814), and the
first detection ever of gravitational waves emitted from the coalescence of a binary neutron star system
(GW170817). Coincident data taking was re-started for the third Observing Run (O3), which started on
1st April 2019 and lasted almost one year. This paper will describe the new techniques implemented
for the longitudinal controls with respect to the ones already in use during O2. Then, it will present an
extensive description of the full scheme of the angular controls of the interferometer, focusing on the
different control strategies that are in place in the different stages of the lock acquisition procedure,
which is the complex sequence of operations by which an uncontrolled, “free” laser interferometer is
brought to the final working point, which allows the detector to reach the best sensitivity.

Keywords: gravitational waves; control systems; longitudinal control; feed-forward; angular control;
laser interferometer; advanced virgo

1. Introduction

The detection of gravitational waves is based on the physical principle of the interference pattern
of a Michelson interferometer, where different configurations of the length difference between the
two arms can lead to an interference pattern ranging from constructive (bright fringe) to destructive
(dark fringe) at the output port of the interferometer. The latter is the standard working condition of a
gravitational wave laser interferometer where only a very small amount of light reaches the output

Galaxies 2020, 8, 85; doi:10.3390/galaxies8040085 www.mdpi.com/journal/galaxies
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port, because of the detection scheme adopted in 2nd-generation detectors [1,2]. Instead, should a
gravitational wave pass and interact with the detector, it would locally stretch the space-time metric
and thus change, in a differential way, the length of the two arms of the interferometer; in this case,
the interference pattern would deviate from the dark fringe and a signal would be detected at the
output port of the interferometer, allowing reconstructing the properties of the gravitational wave and
to investigate its source.

Advanced Virgo [3], together with other 2nd-generation gravitational wave interferometers,
has a much more complicated optical scheme with respect to the one of the Michelson interferometer
(cfr. Figure 1 in Section 2): the terminal mirrors of the Michelson interferometer are replaced with
optical resonators, namely Fabry-Pérot resonant cavities; this allows increasing the effective arm
length by a factor 2F

π ≈ 300, where F ≈ 460 is the Finesse of the arm cavities. Moreover, the dark
fringe operating condition has the consequence that almost all the light is rejected back from the
interferometer towards the input port; in order to further increase the amount of light circulating in the
interferometer, another mirror is put in place between the laser and the main interferometer: this Power
Recycling (PR) mirror allows recycling the back-reflected light and re-inject it in the interferometer.
However, this behaviour happens only if another resonance condition is met in this Power Recycling
cavity, made of the PR mirror on one side and the two arm cavities input mirrors on the other side.

To reach (and then keep) the correct operating point, such as the Power Recycling cavity and
Fabry-Pérot cavities on resonance, and the relative mirror angular orientation with respect to the main
laser beam, a series of control loops is needed, which maintain the correct microscopic working point
of each optic both in relative position (longitudinal controls) and relative orientation (angular controls).
These loops are engaged during a complex sequence which brings the interferometer from a free
uncontrolled state to the final working point; such sequence is called lock acquisition. After the end of
the lock acquisition, additional control loops and algorithms are switched on in order to improve the
performance of the detector and to reduce the effect of several technical noises which affect it.

In this paper, these main topics will be addressed: in Section 2 the new noise subtraction techniques
for the longitudinal controls are described, while for the general description of the longitudinal control
scheme we refer to [4,5]. In Section 3 the full scheme of the angular controls is described, with all the
different approaches which are used in the several steps of the lock acquisition, together with a noise
subtraction technique specific for the angular controls. Finally, Section 4 reports the effect of both the
longitudinal noise subtractions and the angular controls on the sensitivity curve and the duty cycle,
which are the final figures of merit for the performance of the detector.

2. Longitudinal Control Scheme

As introduced in Section 1, a laser interferometer GW detector is a compound optical system which
is based on the Michelson interferometer as its working principle, with in addition several technological
improvements (like resonant optical cavities) which are useful to both increase its performance and to
reduce some of the technical noises it is affected by. The optical scheme of Advanced Virgo in O3 is
unchanged with respect to O2; it is pictured in Figure 1 and a thorough description can be found in [4].

Here we recall very briefly its main points: the several optical cavities, made by suspended
mirrors, define several characteristic longitudinal degrees of freedom (DOF), which have to be kept in
a definite working point via an active feedback control system; taking the Beam Splitter mirror (BS) as
the origin of the coordinate system, such DOFs are the following (cf. Figure 1):

• MICH = lN − lW , the length difference of the short arms of the Michelson, it defines the
interference condition;

• PRCL = lPR + lN+lW
2 , the Power Recycling cavity length;

• CARM = LN+LW
2 , the Common, average length of the long Fabry-Pérot arm cavities;

• DARM = LN − LW , the length Difference of the long Fabry-Pérot arm cavities; this is the
most important degree of freedom, as it is the one which is sensitive to the passage of
gravitational waves.
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Figure 1. Optical layout of Advanced Virgo during O3. Each depicted Quadrant Photodiode (QPD)
actually represents a set of two different physical sensors [6]. Acronyms used only in the plot:
PSL (Pre-Stabilized Laser), IMC (Input Mode Cleaner), NI (North Input mirror), NE (North End
mirror), WE (West End mirror), SR (Signal Recycling mirror). The image uses the graphic library
from [7].

The main longitudinal control technique of Advanced Virgo, which is used to control all the
aforementioned DOFs, is the Pound-Drever-Hall (PDH) technique [8,9], and the control scheme
does not differ from the one that was used in O2 [4,5]. This technique is based on the generation of
radio-frequency sidebands, which are used to phase modulate the carrier light, and the demodulation
of the photodiode (PD) signals at such frequencies; in Advanced Virgo the sidebands are generated via
an Electro-Optic Modulator (EOM) and the characteristic frequencies are 6 MHz, 56 MHz (with the
corresponding sidebands anti-resonant in the arms) and 8 MHz (with the corresponding sideband
completely reflected by the interferometer). Therefore, each DOF is sensed by a signal extracted from
one PD (or, in general, by a linear combination of signals extracted from different PDs), demodulated
at a given sideband frequency (or frequencies). The notable exception to this scheme is the sensing of
the DARM DOF, which does not use a radio-frequency demodulated signal but a DC signal, due to the
detection scheme used in 2nd-generation detectors, called DC Readout [2].

The sensing of the CARM DOF is instead peculiar for a different reason: one of the most sensitive
sensors which is used for such DOF (B4 in Figure 1) is equivalently sensitive to a common movement
of the arm cavities lengths and to a change in the frequency of the main laser (i.e., frequency noise).
For this reason such sensor is used with a nested control loop which acts on both the mechanical
movement of the mirrors and the laser’s frequency; this latter loop is called Second Stage of Frequency
Stabilization (SSFS) [10].

For the longitudinal controls, the main novelty for O3 has been the introduction of feed-forward
techniques, which are aimed to the reduction of noise couplings from a known source either directly
to the DARM DOF, or to one of the auxiliary ones; while in the former case the benefit is evident,
also in the latter case the reduction of such a noise coupling gives a benefit in the overall noise
level of the DARM DOF since the main contributors to the DARM noise level are exactly the other
longitudinal DOFs.
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The two feed-forward techniques which are going to be presented here are the one devoted to
the reduction of the PRCL noise from the SSFS error signal (the so-called PRCL to SSFS) and the one
devoted to the adaptive reduction of the noise coming from the 50 Hz main electricity line and affecting
directly the DARM DOF (named Adaptive 50 Hz).

2.1. PRCL to SSFS Feed-Forward

The purpose of this technique is to reduce the noise coupling between two auxiliary DOFs,
PRCL and CARM (in its control implementation, the SSFS loop), which is then propagated to DARM.
The source noise is due to the residual longitudinal motion of the PR mirror, which is at least in part
induced by sensing noise (above 10 Hz) caused by scattered light. Such noise is then propagated
commonly inside the two arms, as they see the same disturbance coming from the input port of the
interferometer; this common disturbance can be sensed by the B4 PD, which is a pick-off of the Power
Recycling cavity and it is used to sense the SSFS.

The SSFS loop on its own is quite effective in reducing the frequency noise sensed by the B4
sensor, and it has 10 kHz of Unity Gain Frequency (UGF), which is much higher than the UGF of all
the other loops, which range between 10 Hz to 100 Hz of control bandwidth. Therefore, the residual
frequency noise sensed by the B4 PD is quite low. On the other hand the PRCL loop, because of the
residual motion of the PR mirror, induces a spurious signal on the SSFS sensor within the SSFS control
bandwidth; therefore, the SSFS loop considers it as legitimate frequency noise and tries to correct it,
actually doing the opposite and re-introducing this length noise as frequency noise.

For this reason, it was decided to implement a noise-cancellation feed-forward system which adds,
to the SSFS controller, an additional term which depends on the PRCL loop and on the cross-coupling
between the two loops. Such additional term is tuned in order to cancel the effect of the spurious noise.

More in detail, the coupling mechanism between two DOFs can be described in the following
way: given a diagonal controller C and a plant P which is non-diagonal, i.e., it has cross couplings,

C =

(
c11 0
0 c22

)
, P =

(
p11 p12

p21 p22

)
, (1)

the two cross-couplings terms p12 e p21 are not controlled and cannot be suppressed. If instead one
wants to reduce one of the two terms (for instance, p12), the controller takes the following form:

C =

(
c11 x
0 c22

)
. (2)

In this case, the product PC, which represents the coupled open-loop transfer function, is

PC =

(
p11c11 xp11 + p12c22

p21c11 xp21 + p22c22

)
(3)

and, in order to cancel the noise coupling term, the non-diagonal term of the controller is defined as

x = − p12

p11
c22 (4)

and PC becomes

PC =

(
p11c11 0
p21c11 −p12 p21c22/p11 + p22c22

)
. (5)

The stability of the loops is dependent on the eigenvalues of the PC matrix: given that PC is
triangular, the eigenvalues are simply the diagonal terms. What happens is that one diagonal term
(relative, in this case, to the PRCL loop) is modified by the introduction of this feed-forward control
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term, as it changes from being simply c22 p22 to the form c22(p22 − p21 p12/p11), which changes, but not
in a dramatic way, the shape of the PRCL loops itself.

The term x can be found from quantities which are either known (c22, the PRCL controller) or can
be modeled (p11 and p12) in frequency domain as optical transfer functions, with their overall gain
measured with standard noise injections in the loops. From a procedural point of view, what is done is
to take the correction of the PRCL loop, filter it following the shape of the cross-coupling term and
then add it to the SSFS sensing matrix; the filter used to match the cross coupling term has the form
depicted in Figure 2.

Figure 2. PRCL to SSFS Feed-Forward: cross-term of the open loop transfer function.

The application of this PRCL to SSFS feed-forward technique is appreciable in Figure 3, where the
transfer function and the coherence between the PRCL and the DARM DOFs are shown during two
separate noise injections, in order to make a precise measurement of the coupling of PRCL to DARM:
as it was explained in Section 2, the reduction of the coupling between auxiliary DOFs does have an
effect on the noise level of DARM as, for example in this case, the reduction of the PRCL contribution to
the frequency noise level assures that the contribution to DARM of the SSFS itself is effectively reduced.

The effect of the feed-forward on the sensitivity curve h (t) of the interferometer will be presented
in Section 4, which is devoted to the performance improvements brought by all the techniques
described in this paper. In addition, future possible improvements can be done by reducing the PRCL
control noise by mitigating the source of the noise and improving the roll-off of the control filter.
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Figure 3. PRCL to SSFS Feed-Forward, from top to bottom: transfer function and coherence between
PRCL and DARM.

2.2. Adaptive 50 Hz Feed-Forward

The second feed-forward technique which was used for the longitudinal controls of Advanced
Virgo during the O3 Run was devoted to the suppression of the noise line at 50 Hz, which is due to the
electrical mains. This control is quite different with the one described in Section 2.1, as here the target
is directly the primary DOF (DARM) and the disturbance is not coming from an auxiliary control
loop but it is an independent, known noise source. In addition, the disturbance is not broadband,
but theoretically it is at a very definite frequency.

In order for a feed-forward to be accurate, it is necessary to find a good witness of such disturbance,
so that it can be used to build a viable error signal for the feed-forward itself; in this case, it was found
that the probe of one of the three phases of the Uninterruptible Power Supply (UPS) system present in
Virgo’s Central Building was a good candidate, so it was chosen as witness channel.

The working principle of this kind of control is the following:

• the level of the 50 Hz mains line is measured using, as a probe, one phase of the UPS system
present in Virgo’s Central Building;

• a gain and a phase are applied to the signal coming from the probe, in order to match the noise
that is seen by the target channel, which is the main longitudinal degree of freedom, DARM;

• in order to compute the correction, this quantity is filtered using a resonant filter with 50 Hz as
characteristic frequency: in this way, it is possible to avoid the introduction of additional noise
(due to this control) at frequencies different from the target one;

• the correction is then sent to the actuators (which are the coil-magnet pairs of the West Input (WI)
mirror) in order to effectively cancel the effect of the noise at 50 Hz directly in DARM.

One important point, which is crucial in determining the performance of the control, is the
following: this feed-forward is adaptive, meaning that the gain and phase which have to be found for a
matching correction to be computed are not static, so two control loops are constantly adapting online
their value in order to follow any change of the noise coupling, which is not perfectly stationary itself.
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The error signals for these two loops (gain and phase) are the two quadratures of the demodulation of
the DARM signal itself with respect to the witness, i.e., one phase of the UPS system of the Central
Building. As it is shown in Figures 4 and 5, using an adaptive strategy allows reducing the noise level,
described by the band-limited root mean square (RMS) of DARM around 50 Hz, with respect to the
static case. Such strategy is also quite fast to engage (with a bandwidth of around 50 mHz), as the
loops converge rapidly (cfr. Figure 5) while the band-limited RMS of the DARM DOF drops by two
orders of magnitude with respect to the case with no feed-forward engaged.

Figure 4. 50 Hz Feed-Forward: Improvement of the band RMS around 50 Hz of the DARM error signal
by using an adaptive control strategy. From top to bottom: error signal for the gain and phase of the
feed-forward control; band RMS of DARM around 50 Hz.

One other important point is to find the best possible match between the witness channel and the
disturbance, i.e., having the transfer function between the two signals as flat as possible in the band
of interest, as it is expected. This means that the information provided by the witness is replicated
correctly with the actuation without distortions, and this provides two linked advantages:

• it reduces the possibility to actually re-inject noise outside the narrow band of interest, as the
feed-forward would try to subtract spurious, non-physical effects;

• it allows reducing the Q factor of the resonant filter, resulting in a less narrow band on which it
can operate.

Since the mains frequency is not perfectly stable on its own account but it has some jitter,
having a larger band is helpful as it eases the requirements on the in-loop parameters of the adaptive
feed-forward, as the frequency jitter of the disturbance directly affects the computation of the phase of
the feed-forward. Moreover, the effect of the subtraction can be extended in a small band around the
mains line itself.

This has been achieved, as shown in Figure 6, where it can be seen that the transfer function has
become very flat not only at 50 Hz, but also in a non-negligible band around the mains frequency.
The effect on the coherence with the DARM signal will be shown in Section 4, which is devoted to the
performance improvements due to the different techniques described in the paper.
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Figure 5. 50 Hz Feed-Forward: Convergence of the loop parameters and reduction of the DARM
band-limited RMS by two orders of magnitude.

Figure 6. 50 Hz Feed-Forward: transfer function between witness and actuation. It can be observed
how in the initial transfer function, with the feed-forward not engaged (yellow trace), the actuation
could reproduce the information from the witness channel only at 50 Hz; a progressively better filtering
of the witness signal (red and blue traces) brought to a flatter transfer function, minimizing the risk of
reintroducing noise and allowing a broadening of the bandwidth of the feed-forward itself.
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3. Angular Control Scheme

For the interferometer to reach the maximum sensitivity, DARM residual motion must be kept
below 10−16 m RMS. To accomplish this requirement, the Fabry-Pérot cavity length control is not
sufficient, as also the mirrors angular stability plays a role.

All the mirrors are free to oscillate around their main axes. In particular, we define the x and y
axes as the two perpendicular directions on the plane of the mirror Highly Reflective (HR) surface,
with horizontal and vertical orientation respectively. Mirror oscillations around x and y are therefore
called θx and θy.

A first mitigation of the seismic noise is obtained by hanging each mirror to the so-called
Superattenuator [11], a long chain of pendulums which provides a seismic noise suppression in the
beam direction of 1

f 2n , where f is the frequency and n the number of pendulum stages. This yields a

passive overall noise reduction by a factor 10−14 starting from a few Hz.
A misalignment of the cavity mirrors can induce a tilt/shift of the optical axis with respect to the

beam direction. It can be shown [12] that while the geometrical displacement can be compensated by
the longitudinal lock, on the other hand the first-order transverse optical modes can be excited and
therefore spoil the destructive interference of the beams at the interferometer output. Furthermore,
being the mirrors spherical, if the optical axis does not overlap with the mirror center, a coupling with
the longitudinal DOFs of any residual angular motion is observed, with a subsequent worsening of
the detector sensitivity.

As explained in Section 1, in Advanced Virgo, where about 25 W of input power are injected in
the interferometer, three main optical resonators can be identified: the two 3 km arm cavities, with
a Finesse of about 460 and a circulating power of about 130 kW, and the Power Recycling cavity, the
additional compound optical resonator composed of the PR mirror on one side and the two arm cavities
input mirrors on the other side. This latter cavity, also referred to as CITF (Central Interferometer), has a
much lower Finesse (around 60) with respect to the arm cavities with a total circulating power of about
1 kW.

Second generation interferometers, with respect to first generation, have to deal with an additional
effect due to high circulating power: the radiation pressure effect. If a static misalignment is present,
the optical axis does not hit the geometrical centers of the mirrors. As a consequence, the laser beam
exerts on them a torque with a force proportional to the circulating power.

Such effect can be modeled as an optical spring connecting the cavity mirrors. This optically
induced torsional stiffness changes the cavity mechanical transfer function as a function of the
circulating power, and can be even larger than the stiffness of the mirror suspensions.

Radiation pressure effects can be described in terms of the torsional stiffness matrix, which in
turn depends on the cavity g-factor and on the circulating power. This matrix becomes diagonal in the
normal mode basis, which are the plus (+, which increases the suspension frequency and makes the
mode stiffer) and minus (−) DOFs [13]. It can be shown [13] that the resonance frequency of the latter
mode can become imaginary: in this condition, the system becomes unstable and the control filter has
to be properly shaped as to guarantee the stability [14].

In the arm cavities, where the largest amount of power is stored, the radiation pressure effect is
higher, while mirrors in the central interferometer are less concerned.

Both slow drift and faster oscillations of the cavity mirrors must be kept under control: this
determines the bandwidth of the control loops, which should range from DC up to a few Hz.
The actuation is performed using the second to last stage of the Superattenuator, called marionette:
this allows a larger force to be driven while filtering the correction signal by a pendulum stage before
reaching the mirror, reducing the actuation noise.
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To guarantee an optimal working point for the interferometer, the alignment of two angular DOFs
for each of the six mirrors has to be controlled, aside from the input beam direction tilt and shift.
To fulfill the requirements, the estimated needed precision is hundreds of nrad for the (−) modes,
tens of nrad for the PR and BS mirrors and reduces down to a few nrad for the (+) modes [15,16].

3.1. Degrees of Freedom Definition and Interferometer Sensors

To better describe the alignment control scheme of the Advanced Virgo detector, it is convenient
to define the interferometer angular DOFs.

In the Power Recycling cavity, the radiation pressure is not strong enough to couple the angular
DOFs, thus PR and BS can be treated independently. Concerning the arm cavities, the radiation
pressure effect plays a very significant role, resulting in an optical spring between cavity mirrors.
Hence, a basis of common and differential DOFs, both (+) and (−), is more suitable for the arm cavities
misalignment description as it is the basis which diagonalizes the sensing.

The four DOFs (effectively eight if the rotations around x and y axes are considered) are depicted
in Figure 7. In particular:

• COMM(+): common tilt of the arm cavities resulting in the two beams recombining in the same
spot on the BS;

• DIFF(+): differential tilt of the arm cavities resulting in two spots recombining on the two opposite
sides of the BS;

• COMM(−): common shift of the arm cavities resulting in the two beams recombining in the same
spot on the BS;

• DIFF(−): differential shift of the arm cavities resulting in two spots recombining on the two
opposite sides of the BS.

Figure 7. Scheme of the angular DOFs of the arms.

In addition to the optical cavities, also the input beam tilt and shift with respect to the
interferometer plane have to be controlled. However, only one of them (tilt) is kept in loop, since the
local controls (see next paragraph) for the shift are compliant with the accuracy requirements.

Different types of controls are used for the interferometer alignment:

• Local Controls—A first stage of control on the mirrors is performed by engaging the so-called
local controls. The error signals are obtained with a system of optical levers, a setup made of a
Superluminescent Diode (SLED) hitting the mirror and focusing on a Position Sensing Device
(PSD), able to monitor the angular and longitudinal position of the mirrors. The local controls
can achieve a precision of ≈0.2 µrad h−1 RMS for the mirror angular control. These sensors are
ground-based and can only provide a local reference. Optical levers noise has the advantage of
being fairly flat out of the control bandwidth (about 10 Hz): its level is about 5× 10−10 rad/

√
Hz

at the marionette level and it is filtered down by an additional f 2 factor due to the last pendulum
stage before reaching the mirror.

• Dithering Control—The basic principle of the dithering technique is that a coupling between
longitudinal and angular DOFs is observed if the cavity axis does not hit the mirror rotation
center of actuation [6]. The error signal is obtained, once the longitudinal DOFs are locked,
by exciting both angular DOFs (θx and θy) of each test mass at a determined frequency, all
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different for each DOF and each test mass (below 10 Hz for arm cavity mirrors). Then the cavity
longitudinal correction is demodulated at the same frequency: the amplitude of the signal is thus
proportional to the angular-to-length coupling. This allows obtaining a set of angular signals
suitable to sense mirror angular displacements. To cancel them, the mirrors angular position
which minimizes the coupling is chosen. This technique allows achieving a good tuning of the
resonators working point, although its noise performance is not good enough to meet the noise
and accuracy requirements for the most critical DOFs, namely the (+) modes and the central
interferometer angular modes. This is due to the fact that the dithering error signal is blended at
50 mHz with the local control signals, which are much noisier than the QPD signals, used for the
Full Bandwidth Global Control, which is described below.

• Full Bandwidth Global Control—The Global Alignment control takes advantage of the Ward technique [17],
which exploits the modulation frequencies used for the PDH technique in the longitudinal lock [8].
We recall (cf. Section 2) that for the longitudinal lock the carrier light is phase modulated at three
different frequencies: 6 MHz and 56 MHz, which are resonant in the CITF and anti-resonant in
the arms, and 8 MHz, completely reflected by the interferometer. In presence of a misalignment,
the off-axis modes of carrier and sideband fields are reflected and are sensed by a QPD, which has
four separated areas to be sensitive to high order modes power distribution. Besides the demodulated
signals, also the QPD DC signal is used for the angular control, as it provides a good indication
about the beam position. QPDs are the most sensitive sensors, as they are able to measure the relative
displacement between the beam and the cavity axis. Moreover, their noise level is much lower
than the one of the PSDs, which allows using high loop gains avoiding to spoil the sensitivity by
re-introducing control noise.

In the final interferometer configuration (science mode), the most critical DOFs are controlled
using this kind of sensors, while the others make use of a mix of signals coming from optical
levers and dithering.

3.2. Alignment Control Evolution

As described in [4], the interferometer working point is reached through the Variable Finesse
technique. This lock acquisition strategy consists of different steps, which will be briefly recalled in the
next subsections. Since each step requires a suitable alignment accuracy, different alignment schemes
are applied.

3.2.1. Phase I: Arms Drift Control

In the first step of the lock acquisition, all the mirrors are under local controls. The PR is misaligned,
so as to avoid the effect of the Power Recycling cavity, the two Fabry-Pérot arm cavities are brought
to resonance and the MICH DOF is controlled at an intermediate interference condition (half fringe).
In this configuration, shift and tilt of the input beam with respect to the interferometer plane have to
be controlled, together with optical axis shift and tilt of the two arms, in a single cavity basis.

The input beam is controlled through the Beam Pointing Control system [18], which allows reaching
a shift accuracy of 20 µm RMS and a tilt accuracy of 0.5 µrad RMS.

The arm cavities optical axes are geometrically centered through the dithering technique described
in Section 3.1. The same technique is also applied to maximize the overlap between input beam
direction and arms optical axes, which is the tilt of the input beam with respect to the interferometer
plane. To do this, the Anti-Reflective (AR) surface strong curvature of the PR mirror (3.62 m) is
exploited: indeed, shifting the PR along horizontal and vertical directions, a tilt to the beam not hitting
the PR mirror center is applied along θy and θx, respectively. Dithering of PR mirror x and y position
and demodulating the line in the arm transmitted power yields an error signal for the mutual tilt
between input beam and cavity axis: the optimum point is obtained for the maximum arm transmitted
power. This procedure is well suited for the North arm cavity, which is in the direction of the beam
transmitted by the BS mirror, while the pointing to the West arm cavity depends on the BS orientation.
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To achieve an equally good tuning also for the West arm cavity, the dithering is applied also to the θx

and θy of the BS mirror, in order to steer the beam toward the West cavity. The error signal for the West
arm alignment is therefore achieved by demodulating the BS angular lines in the West arm transmitted
power. The input beam impinging on the cavity is then steered by translating the PR mirror, for North
and West cavities, and tilting the BS mirror, for the West cavity.

3.2.2. Phase II: PR Mirror Alignment and Variable Finesse

During the second phase of the lock acquisition, the PR mirror is aligned and the Power
Recycling cavity becomes fully effective; then, the Michelson fringe is reduced to attain the destructive
interference working point (dark fringe). These operations result in an enhancement of the interferometer
circulating power.

In this phase the drift control is switched off, as it is affected by the power increase in the arms.
This is possible because any drift of the cavity mirrors would be too slow with respect to the duration
of the fringe reduction procedure.

On the other hand, being the Power Recycling cavity very critical because of its small Gouy
phase [1], the PR mirror optimal working point must be reached and kept throughout the whole
procedure; therefore, its angular control is performed by using a QPD in reflection of the interferometer
(B2 QPD, see Figure 1 in Section 2), demodulated at 8 MHz.

This alignment scheme is kept until the last step before going to dark fringe: just before the
interferometer reaches the dark fringe condition, this alignment is switched off. As soon as the dark
fringe configuration is reached and the power circulating in the arms is not changing drastically
anymore, the drift control is immediately turned back on, but only for the four Fabry-Pérot mirrors.

3.2.3. Phase III: Final Working Point Angular Control

So far we have described the alignment scheme in the mirror basis. However, once the dark fringe
configuration is achieved, the interferometer signals are much more entangled. In the final working
point, a distinction can be made between the Power Recycling cavity alignment loops and the arms
control loops. For the latter, it is convenient to switch to the Common and Differential basis described
in Section 3.1. In the dark fringe configuration, the interferometer provides very good error signals
for the COMM(+) and DIFF(+) DOFs. In particular, a good accuracy and a high gain are required
for the destructive interference to be as good as possible: this is obtained by using the B1p QPD
error signals demodulated at 56 MHz, and an accuracy of about 1 nrad is achieved. Furthermore, the
beam spot residual motion has to be minimized on the test masses, and this is controlled with the
COMM(+), which uses the DC of the B5 QPD as error signal. On the contrary, in this configuration,
interferometer signals are not good enough to provide a sensitive error signal for the DIFF(−) and
COMM(−) DOFs, and the drift of such DOFs is controlled with the dithering technique. Finally, in
the central interferometer, B5 QPD signals demodulated at 56 MHz are used for PR and BS angular
controls. Furthermore, the PR horizontal and vertical centering, which act on the input beam tilt,
are controlled using the B2 QPD demodulated at 8 MHz. The interferometer plane is defined by the
COMM(+) and the two (−) modes reference.

The overall accuracy of the angular controls can be observed in Figures 8 and 9, for the θx and θy

DOFs respectively; in order to reduce the software communication paths between the suspensions, the
two (−) DOFs are reconstructed in the North/West single cavity bases.
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Figure 8. Amplitude Spectral Density (ASD) of the accuracy of Angular Controls in Phase III, θx DOFs.
(−) modes are defined in the single cavity basis (see text). Dashed lines are the RMS of the signal of the
same colour.

Figure 9. Amplitude Spectral Density (ASD) of the accuracy of Angular Controls in Phase III, θy DOFs.
(−) modes are defined in the single cavity basis (see text). Dashed lines are the RMS of the signal of the
same colour.
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3.3. Phase Noise Subtraction

The QPD signals demodulated at 56 MHz show excess of phase noise that is added in the digital
demodulation process, which can be summarized as follows. The electromagnetic field of the light
impinging on a PD can be written as

E(t) = E0 + ELSB e−iωt + EUSB eiωt, (6)

where E0, ELSB, and EUSB are the complex amplitudes of respectively the carrier, lower sideband and
upper sideband. The electric signal produced by the PD is proportional to the power impinging on the
PD, which is

P(t) =|E(t)|2

=|E0|2 + |ELSB|2 + |EUSB|2

+ 2 Re
[
(E0ĒLSB + Ē0EUSB) eiωt

]
+ 2 Re

(
ĒLSBEUSB ei2ωt

)

=P0 + P1 cos (ωt + φ1) + P2 cos (2ωt + φ2) ,

(7)

where P0, P1 and P2 are the powers of the carrier, 1st and 2nd order sideband fields respectively.
The digital demodulation process consists of multiplying the P(t) signal digitized at 400 MHz

with a sine and cosine at the sideband frequency and taking an average with a sampling frequency of
1 MHz to obtain the P1 and φ1 signals.

The generated sine and cosine signals have also an error δφ(t) in the phase compared to the
modulation imposed on the laser beam. That phase error is predominantly due to a digital timing jitter,
hence the phase error can be written as δφ(t) = ωδτ(t). This results in the two quadrature signals PI
and PQ to be of the form

PI(t) = 〈P(t) cos [ωt + δφ(t)]〉t =
P1(t)

2
cos [δφ(t)− φ1(t)]

'P1(t)
2

[cos φ1(t) + δφ(t) sin φ1(t)] '
P1(t)

2
cos φ1(t)− PQ(t)δφ(t),

PQ(t) = 〈P(t) sin [ωt + δφ(t)]〉t =
P1(t)

2
sin [δφ(t)− φ1(t)]

'P1(t)
2

[− sin φ1(t) + δφ(t) cos φ1(t)] ' −
P1(t)

2
sin φ1(t) + PI(t)δφ(t),

(8)

with a spurious signal created in both quadratures by the phase noise δφ(t). The coupling of the phase
noise depends on the signal in the quadrature, i.e., for PI(t) the noise coupling is proportional to the
value of PQ(t) and vice-versa.

However, the same timing jitter δτ(t) is also affecting the signal demodulated at twice the
sideband frequency (2f signal):

P2I(t) = 〈P(t) cos [2ω(t + δτ(t))]〉t =
P2(t)

2
cos [2δφ(t)− φ2(t)] ,

P2Q(t) = 〈P(t) sin [2ω(t + δτ(t))]〉t =
P2(t)

2
sin [2δφ(t)− φ2(t)] ,

(9)

which yields a measure 2δφ(t)− φ2(t). By rotating (PI(t), PQ(t)) by the δφ(t)− φ2(t)
2 angle we obtain

PI,rot(t) =
P1(t)

2
cos

[
φ2(t)

2
− φ1(t)

]
,

PQ,rot(t) =
P1(t)

2
sin
[

φ2(t)
2
− φ1(t)

]
,

(10)
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which replaces the demodulation phase noise δφ(t) by the 2f signal phase φ2(t).
Moreover, the dominant contribution of the timing jitter δτ(t) is common to all PDs and QPDs

situated on the same bench, as this noise is added when propagating the information on the timing to
a given bench. Hence any PD signal can be used to correct the demodulation phase of all other PDs.

In practice, at the end of the second part of O3 (named O3b) the 2f signal of the light rejected by
the Output Mode Cleaner (OMC) was used to correct the demodulation phase of the B5 and B1p QPDs.
The correction is done separately for each segment of each quadrant. The effect on the alignment error
signal noise can be seen in Figure 10, which compares data in the same lock of the interferometer
before and after applying the phase noise correction. Phase noise creates characteristic bumps in the
spectrum, that are especially visible in the BS θx signal (ASC_BS_TX), due to the larger offset in the
signal in its quadrature. A reduction in this noise of up to a factor 10 is observed.

Figure 10. Angular error signals for the BS and PR mirror control, before (in red) and after (in blue) the
implementation of the phase noise subtraction.

4. Performance

4.1. Effect of the PRCL to SSFS Feed-Forward

As it was explained in Section 2.1, the PRCL to SSFS feed-forward removes the coupling of the
frequency noise to the DARM DOF (and therefore the sensitivity h (t)), which originates from the
PRCL DOF and then propagates to the SSFS loop; the band of interest is therefore the one where the
noise coming from the PRCL loop is most dominant, i.e., between 20 and 60 Hz; in Figure 11 the effect
of the feed-forward can be appreciated, resulting in an increase of the Binary Neutron Star (BNS)
Range of about 3 Mpc.
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Figure 11. PRCL to SSFS Feed-Forward: improvement to the sensitivity h(t).

4.2. Effect of the Adaptive 50 Hz Feed-Forward

Differently from the PRCL to SSFS feed-forward, the Adaptive 50 Hz feed-forward is theoretically
aimed at a very definite frequency, which is exactly 50 Hz; looking at Figure 12, and because of the
technical qualities described in Section 2.2, it is noticeable that the mains line is completely removed
from DARM, and the coherence is greatly reduced in a band which is wider than the simple line itself,
with a reduction factor in the range 2 to 8 in the band ranging from around 49 Hz to 51 Hz.

4.3. Effect of the Angular Controls

The main effect of the global angular controls is to have a reliable and optimal working point
which allows having a high stability and duty cycle of the lock, which can be kept virtually indefinitely.

The effect of the residual angular motion on the sensitivity is reported in Figure 13; these data
correspond to a period when the interferometer reached a stable sensitivity of about 55 Mpc BNS
Range, and the Phase Noise Subtraction technique (cf. Section 3.3) was engaged. The data plotted here
is only the one where a coherence with the sensitivity h (t) of at least 0.3 was found.

The noise level of all the angular DOFs is well below both the measured sensitivity and the
O3 target from the Observing Scenario paper [19], which guarantees no loss of performance due to
angular controls. In Figure 13 also the projection of the sensitivity for the next O4 Scientific Run is
shown: it can be seen that the sum of angular noises does not limit the foreseen sensitivity band,
although it is not below a 1/10 safety margin for some frequency regions with respect to the sensitivity
projection; therefore, an improvement of the angular controls is to be considered in view of the future
O4 Scientific Run.
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Figure 12. 50 Hz Feed-Forward: improvement to the DARM spectrum.

Figure 13. Angular Noise Budget for Advanced Virgo in O3. The Observing Scenario [19] target is set
to 85 Mpc BNS Range. No angular DOF is impacting the sensitivity.

4.4. Overall Performance of the Advanced Virgo Detector in O3

Among the many improvements to different sub-systems of the detector, the new and the
improved techniques of both longitudinal and angular controls here presented contributed to the
improvement of the overall performance of the Advanced Virgo detector in the O3 Scientific Run.
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In Figure 14 are reported the main figures of merit of the performance of Advanced Virgo in the
O3 Scientific Run:

• the sensitivity to the strain induced by the passage of gravitational waves has increased
considerably with respect to the O2 Run, reaching a peak value of 60 Mpc (which was set as the
target for the run) and a steady value of 59 Mpc in O3b;

• the duty cycle of the detector has proved to be high, with Advanced Virgo in observing mode
for more than 75 % of the time, allowing reaching high double and triple coincidence network
duty factors;

• the longest lock of the run peaked at about 132 h of duration (almost twice of what has been
achieved during the O2 Run [4]), which is basically the maximum achievable as it is constrained
only by the scheduled time windows for the weekly Maintenance and Calibration of the detector;
this result has been achieved in the week between 1–7 January 2020.

Figure 14. Snapshot of the performance of the Advanced Virgo detector in O3. Top Left: Sensitivity
curve of Advanced Virgo in the two phases of the O3 Run, and comparison to the design sensitivity
(Observing Scenario [19]) and the sensitivity during the O2 Run. Top Right: Overall duty cycle of
Advanced Virgo during O3. Bottom: longest lock stretch of ≈132 h, from 1–7 January 2020, represented
by the BNS Range and the Lock State flag of the detector.

5. Conclusions

This paper presented the main novelties of the control strategies which were implemented in
the Advanced Virgo detector for the O3 Run. In particular, we were devoted to an extensive and
focused description of: the noise subtraction techniques for the control of the longitudinal DOFs of
the interferometer, either the gravitational wave channel or the auxiliary ones; the full description
of the control scheme for all the angular DOFs of the interferometer in the several steps of the lock
acquisition sequence, with in addition the implementation of a noise subtraction technique which
improves the rejection of the angular control noise.
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Finally, a brief description of all the improvements due to the previously described items to the
sensitivity and the performance of the detector was presented.

In conclusion, it can be stated that the Interferometer Sensing & Control subsystem of Advanced
Virgo provided several improvements to its core functionalities, which allowed to contribute to the
overall improvement of the performance and the stability of the Advanced Virgo detector in the O3
Observing Run.
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Abbreviations

The following abbreviations are used in this manuscript:
GW Gravitational Wave
PSL Pre-Stabilized Laser
EOM Electro-Optic Modulator
IMC Input Mode Cleaner
PR Power Recycling mirror
NI North Input mirror
NE North End mirror
BS Beam Splitter mirror
WI West Input mirror
WE West End mirror
SR Signal Recycling mirror
HR Highly-Reflective coating
AR Anti-Reflective coating
CITF Central InTerFerometer
OMC Output Mode Cleaner
DOF Degree Of Freedom
MICH length difference between the arms of a MICHelson interferometer
PRCL Power Recycling Cavity Length
CARM Common ARM displacement
DARM Differential ARM displacement
UGF Unity Gain Frequency
COMM COMMon tilt/shift
DIFF DIFFerential tilt/shift
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PDH Pound-Drever-Hall
SSFS Second Stage of Frequency Stabilization
SLED SuperLuminEscent Diode
PSD Position Sensing Device
QPD Quadrant PhotoDiode
PD PhotoDiode
ASD Amplitude Spectral Density
UPS Uninterruptible Power Supply
RMS Root Mean Square
BNS Binary Neutron Star
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Abstract
Advanced Virgo end benches were a significant source of scattered light noise
during the third observing run that lasted from April 1 2019 until March 27
2020. We describe how that noise could be subtracted using auxiliary chan-
nels during the online strain data reconstruction. We model in detail the scat-
tered light noise coupling and demonstrate that further noise subtraction can be
achieved. We also show that the fitted model parameters can be used to opti-
cally characterized the interferometer and in particular provide a novel way of
establishing an absolute calibration of the detector strain data.

Keywords: gravitational waves, scattered light, calibration

(Some figures may appear in colour only in the online journal)

1. Introduction

Interferometric gravitational wave detectors have their sensitivity affected by scattered light,
especially when microseism ground motion is elevated at times of rough seas. Examples of
ground motion coupling to the sensitivity of detectors through scattered light have been pre-
viously described for initial Virgo [1, 2], GEO-HF [3] and most recently advanced LIGO
[4, 5].

In this paper we focus on the coupling of light scattered by the end suspended benches to
the sensitivity of advanced Virgo. This was a significant source of scattered light noise during
the third observing run (O3) that lasted from April 1 2019 until March 27 2020. However, it
was sufficiently well measured that scattered light noise could be subtracted after the fact from
the gravitational wave strain data.

∗Author to whom any correspondence should be addressed.

1361-6382/21/075020+12$33.00 © 2021 IOP Publishing Ltd Printed in the UK 1
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Figure 1. Optical layout of advanced Virgo during O3, adapted from [6] with kind
permission of the European Physical Journal.

This paper is organized as follows. In section 2 we describe the theory of scattered light
coupling from the suspended benches, in section 3 we show that scattered light can be measured
using photodiodes located on these benches, in section 4 we demonstrate how these signals can
be used to subtract scattered light noise from the strain data, and in section 5 we propose how
to use scattered light as a new method to calibrate the strain data.

2. End benches scattered light theory

A simplified optical layout of advanced Virgo during O3 is shown on figure 1. It is a power
recycled Fabry–Perot Michelson interferometer with 3 km arms. The interferometer transforms
gravitational wave strain into audio frequency power fluctuations on the anti-symmetric port
photodiode denoted B1. In transmission of the north end (NE) mirror and respectively the
west end (WE) mirror are located the suspended north end bench (SNEB) and respectively the
suspended west end bench (SWEB). Each of these benches host among others a photodiode
denoted respectively B7 and B8.

Let E0 be the electromagnetic field inside the west Fabry–Perot cavity at the highly reflective
(HR) surface of the WE mirror of power transmission TWE � 4.3 × 10−6 [7], and x be the

2
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distance between that surface and the scattering surface located on SWEB which reflects a
fraction f r of the impinging light. The electromagnetic field inside the Fabry–Perot cavity
is in the fundamental Gaussian transverse mode, hence the field forward propagating on the
bench is also in this mode, in particular light reaching photo-diodes. On the contrary light is
scattered at all angles, the fraction f r considers only the small portion of scattered light that
is back scattered in the fundamental Gaussian mode and mode matched with the light inside
the Fabry–Perot cavity. This is the only scattered light which will efficiently interfere with
the dominant field in the arm cavities and on the photodiodes. As TWE and fr are small in the
following we will keep only the leading term in

√
TWE and

√
f r.

The scattering surface create a field Esc that at the HR surface of the WE mirror is

Esc =
√

TWE f rE0 eiφsc , (1)

where φsc = 4π x
λ

is the phase delay due to the round trip propagation and λ is the laser wave-
length. A small fraction of that light is transmitted through the HR coating yielding a total field

Etot = E0 +
√

TWEEsc = E0

(
1 + TWE

√
f r eiφsc

)
, (2)

while the majority is reflected back yielding a field EB8 towards the B8 photodiode

EB8 =
√

TWEE0 + Esc =
√

TWEE0

(
1 +

√
f r eiφsc

)
. (3)

The field perturbation inside the arm cavity is amplified by the Fabry–Perot cavity in a
frequency dependent way by

G( f ) =
1

1 − r
1

1 + i f
farm

, (4)

where r =
√

1 − TWI − Λarm ∼ 0.993 [8] is the effective field reflectivity of the WI mirror
taking into account the arm cavity round trip losses Λarm,

farm =
1 − r

r
c

4πL
� 55 Hz (5)

is the arm cavity pole frequency and L = 3 km is the arm cavity length. This yields a field
inside the cavity

Ecavity = E0

(
1 + GTWE

√
f r eiφsc

)
. (6)

The interferometer is operated in DC read-out [9, 10] with an offset in the differential
arm length. Let us denote ψ the differential phase offset and h the amplitude of a putative
gravitational wave. The field inside the cavities becomes

Ecavity, west = E0 ei
(

ψ
2 +2πG hL

λ

) (
1 + GTWE

√
f r eiφsc

)
(7)

Ecavity, north = E0 e−i
(

ψ
2 +2πG hL

λ

)
(8)

where L = 3 km is the cavity length. A fraction T IM = 0.0138 [8] of these fields returns through
the input mirrors and recombines at the beam splitter, which yield at the anti-symmetric port

3
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of the interferometer a power

PB1 = TIM|Ecavity, west − (1 − ε)Ecavity, north|2

= TIM|E0|2
[
ψ2 + ε2 + 2ψ4πG

hL
λ

+ 2ψGTWE

√
f r sin φsc + 2εGTWE

√
f r cos φsc

]
,

where ε accounts for asymmetries between the two arms that yield a contrast defect of the
interferometer.

Thus scattered light directly mimicks a gravitational wave signal through phase and
amplitude coupling

hsc, phase =
1
L

TWE

√
f r

λ

4π
sin φsc (9)

hsc, amplitude =
ε

ψ

1
L

TWE

√
f r

λ

4π
cos φsc. (10)

However, there are additional coupling path as scattered light modulates the power inside
the west arm cavity

Pcavity = |E0|2
(

1 + 2GTWE

√
f r cos φsc

)
, (11)

which through radiation pressure displaces in opposite directions the WI and WE mirrors and
create an additional spurious signal

hsc, pressure =
2
L

2δPcavity

c
WEF→z (12)

=
G
L

WEF→z
8|E0|2

c
TWE

√
f r cos φsc, (13)

where c is the speed of light and

WEF→z( f ) =
1
M

1

Ω2 − (2π f )2
(14)

is the mechanical response of the suspended WE mirror with M the mass of the mirror and
Ω the mirror suspension pendulum angular frequency. Note that we omit here optical spring
effects that have a negligible effect above 10 Hz as shown by the comparison to numerical
simulation described at the end of this section.

These power fluctuations are further amplified and filtered in the combined power recycling
and arm cavity by

Gcombined( f ) =

√
TIM

(1 − r)(1 − rPR) + rPRΛarm

1

1 + i f
fcombined

, (15)

where rPR =
√

1 − TPR − ΛPR = 0.975 [11] is the effective field reflectivity of the PR mirror
taking into account the power recycling cavity round trip losses ΛPR and

fcombined =
(1 − r)(1 − rPR) + rPRΛarm

r + rPR − Λarm

c
4πL

� 1.0 Hz (16)

4
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Figure 2. Left pane shows the scattering coupling transfer functions for the three cou-
pling paths: radiation pressure given by equation (13), phase given by equation (9),
amplitude given by equation (10), and recycled radiation pressure given by equation (17).
The right pane shows the ratio between the transfer function numerically computated
using Optickle and the analytical computation shown on the left pane.

is the combined cavity pole frequency. The displacement caused by the radiation pressure of
these fluctuations is common to both arms, hence a priori the lengths of both arms is changed
by the same amount not yielding any differential signal. However the power in the arms is
not exactly equal, it may differ by a small fraction ρ, which will yield a differential effect as
radiation pressure displacement is proportional to the power in the given arm. This creates a
spurious signal

hsc, pressure recycled = ρ
√

TWI
Gcombined

2
hsc, pressure, (17)

where the factor 1
2 accounts for the recycled power being split between the two arms.

The power inside the arm cavities is estimated to be |E0|2 = 90 kW for a laser input power
of 18 W used in the first half of O3. While the dark fringe power was set to be PB1 = 2.8 mW
and the contrast defect light in the TEM00 mode in transmission of the output mode cleaner
was measured to be 120 ± 20 μW [12], which yields ε/ψ = 0.21. The power ratio between the
two arms has not been accurately measured, but it varied by ∼1% during the run which sets an
order of magnitude for ρ. These measurements allows us to evaluate the relative contributions
of the four coupling paths as shown on figure 2 assuming a fiducial scattering fr = 10−6. The
radiation pressure is dominant below 45 Hz while the phase coupling is dominant above. Note
that in a previous estimate [13] of the scattered light coupling a factor 2 was missing for the
radiation pressure and phase coupling path, and the amplitude and recycled radiation pressure
coupling paths were completely neglected.

These analytic computations have been verified to be accurate with an interferometer sim-
ulation performed with the Optickle simulation software [14]. The only deviation is that in
simulation the radiation pressure effects include the optical spring at ∼ 4 Hz, which causes a
small deviation at low frequency of 2% in amplitude and 1 degree in phase at 10 Hz as shown on
figure 2. In the following section we use the optical simulation results scaled by the parameters
derived analytically to perform fits.

Fortunately the scattered light interference also produces a signal on the B8 photodiode

PB8 = αTWE|E0|2
(

1 + 2
√

f r cos φsc

)
, (18)
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Figure 3. RIN of PB8 with superposed fringe wrapped relative motion between SWEB
and WE during the time of intentional SWEB motion with the quadrant shutters open.

where α accounts for the light losses between WE and the B8 photodiode due to pick-offs
for quadrant photodiodes and cameras, photodiode quantum efficiency, and other loss mech-
anisms. In particular the relative intensity noise (RIN) of PB8 yields a direct measurement of
the scattered light fraction

δPB8

PB8
= 2

√
f r cos φsc. (19)

3. Measurement of scattered light fraction

Large amplitude slow motion of the bench, especially at the microseism peak at 300 mHz,
is up converted to the sensitive band of the detector (above 10 Hz) by the sine and cosine
function of φsc = 4π x

λ
. This yields a noise with characteristic arch shape in a time-frequency

representation of the data with a time dependent frequency f (t) = 2|ẋ(t)|
λ

proportional to the
bench speed. The variation in distance x between SWEB and WE can be directly measured
from the ground connected local controls of SWEB (linear variable differential transformers)
and of WE (optical levers), where the ground motion is removed at first order by taking the
difference of these sensors.

To study scattering coupling the SWEB bench has been intentionally moved with large
amplitude to increase the scattered light noise signal in the detector. In total four measure-
ments of 3 min in duration have been performed over a 30 min time span. Two with an
intentional motion of SWEB and two with an intentional motion of SNEB. In each case one
of the measurement was with the quadrant shutters open and one with the quadrant shutters
closed.

6
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Table 1. Fitted scattered power for four different measurements with intentional large
amplitude motion of either SWEB or SNEB, and with quadrant photodiode shutters on
given bench either open or closed.

fr f2r

SWEB, open 4.0 × 10−8 1.50 × 10−12

SWEB, closed 6.0 × 10−9 1.50 × 10−12

SNEB, open 2.50 × 10−8 3.0 × 10−14

SNEB, closed 3.50 × 10−8 5.0 × 10−14

Using equation (19) we fit the scattering fraction fr to match the RIN of PB8. In addition,
the second order scattering fraction f2r is clearly visible, which correspond to light that makes
two round trips between the mirror and the bench. An example is shown on figure 3, and the
fit parameters for all four measurements are shown in table 1.

Note that closing the quadrant shutters reduces the SWEB scattering by almost an order
of magnitude from f r = 4.0 × 10−8 to f r = 6.0 × 10−9. When the shutters are closed the
beam is dumped on anti-reflective coated black glass on the bench which has low scattering,
which explains the reduction in scattering. However, for SNEB the scattering increases from
fr = 2.5 × 10−8 to f r = 3.5 × 10−8. This is due to the lack of these beam dumps on SNEB,
the beam is sent instead on the vacuum chamber wall that appears to have a scattering similar
in magnitude to the back scatter from the quadrant photodiode sensor.

4. Subtraction of scattered light

The RIN of PB8 give us direct access to the coherent sum of cos φsc and cos 2φsc with the
appropriate scattering fraction coefficient. In addition, the sin φsc term which couples through
(9) can be reconstructed from the Fourier decomposition of cos φsc and the bench speed as
follows

cos φsc(t) =

∫ ∞

−∞
φ̂sc(ω)eiωt dω (20)

sin φsc(t) = i sign

[
dφsc(t)

dt

] ∫ ∞

0

[
φ̂sc(−ω)e−iωt − φ̂sc(ω)eiωt

]
dω. (21)

We will not attempt a formal derivation of that relation, instead we show that it is able to
coherently subtract the observed scattering noise.

In practice we use the local controls to obtain the bench speed in μm/s, and use the tanh
function instead of sign to avoid a discontinuity when the speed is low. For low speeds the
exact value of sin φsc(t) does not matter as its contribution will remain below 10 Hz.

We have verified that this reconstruction method of sin φsc(t) does not introduce any bias in
amplitude or phase using surrogate data as follows. We create a bench motion time series by
filtering white Gaussian noise with a resonant pole at 0.1 Hz with a quality factor of 30. This
yields a simulation of an imperfect intentional motion of the bench. We add a white noise three
orders of magnitude lower than the cosine of the bench phase to simulate the sensing noise of
the B8 photodiode. Using the method above we reconstruct the sine of the bench phase and
compare it to the direct computation. The obtained reconstruction errors are lower than 0.1%
in the 10–30 Hz band.

We then apply this sin φsc(t) reconstruction method to the real detector data described in
section 3. We use the transfer functions given by equations (9), (10) and (13) to subtract the
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Figure 4. Spectrum of strain data during an intentional motion of SWEB. Shown are
the original strain data, the projections of the radiation pressure, phase and ampli-
tude couplings, alongside the successive subtraction in time domain of each of these
contributions.

Table 2. Fitted interferometer parameters for four different measurements with inten-
tional large amplitude motion of either SWEB or SNEB, and with quadrant photodiodes
shutters on given bench either open or closed. For comparison the expected value of
these parameters from other measurements is also shown.

TWE (ppm) TNE (ppm) |E0|2 (kW) Contrast defect (μW) ρ (%)

SWEB, open 4.34 ± 0.04 — 92.1 ± 0.7 95 ± 8 1.41 ± 0.06
SWEB, closed 4.36 ± 0.17 — 92.1 ± 5.1 82 ± 31 1.73 ± 0.10
SNEB, open — 4.45 ± 0.08 91.6 ± 1.8 132 ± 19 1.05 ± 0.17
SNEB, closed — 4.46 ± 0.05 91.3 ± 1.2 180 ± 12 1.26 ± 0.04

Expected
[7, 12, 16] 4.3 ± 0.2 4.4 ± 0.1 90 ± 5 120 ± 20 ∼ 1

scattering noise measured by PB8 and the reconstructed phase quadrature during a time of
intentional motion of SWEB. The result is shown on figure 4 and demonstrate up to a factor 40
reduction in scattered light noise. Also the second order scattering between 30 Hz and 55 Hz
is correctly removed. To be able to fit these theoretical transfer functions to measurements, we
diagonalize the measured transfer functions using the cross correlation matrix between cos φsc

and sin φsc, as performed in gravitational wave strain noise subtractions [15].
In total four measurements of 3 min in duration have been performed. Two with an inten-

tional motion of SWEB and two with an intentional motion of SNEB. In each case one of the
measurement was with the quadrants shutters open and one with the quadrants shutters closed.

To achieve this high subtraction efficiency we fitted the interferometer parameters as listed
in table 2. The measurement errors were estimated by splitting the 3 min of available data into
six blocks of 30 s, and repeating the complete analysis and fit separately on each of them.
However these do not include systematic errors for example due to the frequency dependent
response of the photodiodes, which could add ∼2% errors on the leading parameters of TWE,

8
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Figure 5. Spectrum of strain data during bad weather. Shown are the strain data after
online noise cleaning, the projections of the radiation pressure and phase couplings of
SWEB motion, and the effect of subtracting the phase coupling from the already cleaned
data.

TNE and |E0|2, and potentially larger errors in the sub-dominant parameters. This is a likely
explanation for the inconsistency in the measured contrast defect and arm power asymmetry ρ
between the SNEB and SWEB measurements.

The model and method described above have not been used to subtract scattered light noise
from O3 online strain data used for gravitational wave analysis. Instead a simpler model inde-
pendent approach has been used in the reconstruction process of the strain data to subtract
several different noises [17]. This was performed by measuring the transfer function between
auxiliary channels and the strain data over a 500 s long stretch of data, and using these transfer
functions on the following 500 s of data to subtract the noise from these auxiliary channels.
The measured power PB8 and PB7 were among the auxiliary channels to subtract noise, which
allowed to subtract the combined contribution of radiation pressure, recycled radiation pres-
sure and amplitude coupling. PB8 was more critical as the SWEB suspension suffered from a
reduced isolation leading to larger motion during bad weather times.

On figure 5 we show that this noise subtraction was effective at removing the radiation pres-
sure contribution of scattered light from SWEB that is coherent with PB8, leading to sensitivity
improvement of up to a factor 4. However that method was not able to remove the phase cou-
pling path which is not coherent with B8. Using equation (21) to reconstruct the phase coupling
we are able to reduce the noise by a further 30% at 20 Hz.

The strain data after subtraction are incoherent with the two subtracted components (pro-
portional to cos φsc and sin φsc), hence the residual strain data noise adds in quadrature with
these components. Given the overall factor 5 decrease in noise at 20 Hz, it means that the scat-
tered light noise measured by PB8 has been removed with ∼ 98% efficiency, consistent with
the factor 40 reduction in noise observed during intentional motion of the benches.

5. Interferometer absolute calibration

The measurement of TWE and TNE described above are derived from equation (9) and assumed
that the calibration of the strain data was accurate. However the transmission of the end mirrors
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have also been measured at LMA before installation [7, 16] (TLMA
WE = 4.3 ± 0.2 × 10−6 and

TLMA
NE = 4.4 ± 0.1 × 10−6). Comparing the two measurement of the mirror transmission yields

a measurement of the accuracy of the strain data calibration.
Indeed, combining equations (9) and (19) we obtain that scattered light introduces an

absolutely calibrated signal

hsignal =
1
L

TWE
λ

4π

1
2
T F

[
δPB8

PB8

]
, (22)

where T F is the transform from to cos φsc to sin φsc given in equation (21). The arm length
L and the laser wavelength λ are known with precision better than 0.01%, which introduces a
negligible error. We also assume that the photodiode frequency response is corrected to be flat
between DC and the measurement band of 10–30 Hz. In this case the ratio of the calibrated
scatter light signal with the calibrated strain data after reconstruction hrec is directly equal to
the ratio of the two estimates of the WE mirror transmissions

hrec

hsignal
=

TWE

TLMA
WE

=
4.34 ± 0.04 × 10−6

4.3 ± 0.2 × 10−6
= 1.009 ± 0.05. (23)

Analogously for the NE mirror transmission estimates yields hrec
hsignal

= 1.014 ± 0.025. The dom-

inant source of error in these measurements comes from the 2%–5% uncertainty in the end
mirror coating transmission, the statistical error is of the order of 1% and could be reduced by
longer measurements.

The current calibration of LIGO and Virgo is performed using a photon calibrator
[18, 19], an auxiliary laser that pushes on the mirrors through radiation pressure. A funda-
mental issue of that method is the absolute calibration of the laser power of that auxiliary laser,
as the references standards in different countries are in disagreement by several percent. For
O3 this has been addressed by inter-calibrating the LIGO and Virgo power references, which
removes a calibration bias between the instruments but leaves the possibility of an absolute
bias of the calibration of the gravitational wave detector network. The method described above
could allow an absolute calibration of the detectors which do not rely on these power reference
standards. Instead the method relies on precise measurement of the transmission of the end
mirrors before their installation, a relative power measurement that has been performed with a
few percent precision. However, in principle that precision could be significantly improved by
developing the corresponding metrology.

6. Conclusions

We have shown how both quadratures of the scattered light from suspended end benches can
be reconstructed from the signal of the photodiode located on that bench and from the infor-
mation on the sign of the bench displacement speed. We derive a model of the main coupling
mechanism for scattered light from these benches to the detector sensitivity, which allows to
fit real data and subtract the scattered light noise contribution by up to a factor 40.

Moreover, the fitted interferometer parameters demonstrate how scattered light injections
can be used to characterize the interferometer, as they provide self calibration injections of
light field fluctuations directly into each arm cavity. In particular they are able to measure the
power circulating in the interferometer and the interferometer contrast defect.

We have also shown that scattered light noise can be used to accurately calibrate the abso-
lute response of the detector. This method is completely independent of previously proposed

10



Class. Quantum Grav. 38 (2021) 075020 M Wąs et al

methods such as the ‘free Michelson’ method [17], the photon calibrator or Newtonian cali-
brator [20]. We stress that measurement described above was opportunistic and performed for
a different purpose. Dedicated measurements would yield more robust results. For instance by
performing scattered light injection over a longer time with a faster motion to cover frequen-
cies up to at least 100 Hz, which more clearly separates the different coupling mechanism that
are dominant at different frequencies.
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Backscatter limits many interferometric measurements,
including gravitational wave detectors, by creating spuri-
ous interference. We describe an experimental method to
directly and quantitatively measure the backscatter interfer-
ence. We derive and verify experimentally a relation between
backscatter interference, beam radius, and the scattering
sample bidirectional reflectance distribution function. We
also demonstrate that our method is able to measure back-
scatter from high-quality optics for angles as low as 500µrad
with an angular resolution of 160µrad. © 2022 Optica Pub-
lishing Group

https://doi.org/10.1364/OL.456391

Introduction. Scattered light is a limitation to many high-
sensitivity interferometric measurements. In particular, it is an
issue in gravitational wave detectors such as LIGO and Virgo,
which are kilometer-scale Fabry–Perot Michelson interferome-
ters with power and signal recycling [1,2]. Scattered light affects
these detectors in two ways: by introducing optical loss that
lowers the optical power and reduces the efficiency of quan-
tum noise reduction through squeezing [3]; and by introducing
spurious interference between backscattered light and the main
interferometer beam [4]. The latter has been a limitation to the
sensitivity for all interferometric gravitational wave detectors
operated to date and introduces non-stationary non-Gaussian
noise [5–8]. This is due to the extreme sensitivity of these
detectors where a 10−24 fraction of the main beam recombining
after a spurious beam path can significantly affect the sensitivity.

This highlights the importance of understanding backscat-
tered light, i.e., light that leaves the main interferometer beam
path, propagates to a scattering surface, and then backpropagates
to recombine coherently with the main interferometer beam. In
particular, light backscattered at angles of a few milliradians
is relevant for beam expanding telescopes [9], and at angles
between ∼ 100µrad and a few degrees is relevant for core optics
baffles [4]. Scattering at these small angles is rarely measured
and hard to access by the available methods [3].

The angular distribution of light reflected and backscat-
tered by a surface is usually characterized by the bidirectional
reflectance distribution function (BRDF). The BRDF is usually
measured by directly detecting the scattered light power using a
photodetector or a camera, and varying the relative orientation
of the sensor and the scattering sample relative to the probe light
beam. These systems can reach a sensitivity of 10−9 srad−1 and

an angular resolution of 300µrad with up to 15 orders magni-
tude of dynamic range [10–12]. With similar systems, scattered
light can also be imaged with lower angular resolution to iden-
tify individual point defects contributing to scattering [13–15].
However, in most cases, these systems cannot study light that
is backscattered directly in the direction of the incoming beam.
Direct backscatter measurement can easily be limited by the scat-
tering from the measurement setup reaching only sensitivities
of 10−4 srad−1 [16].

In this paper, we present a backscatter measurement that relies
on laser interference and position modulation of the scattering
sample under consideration. A similar approach, but with a more
complex modulation approach and poorer angular resolution,
has been used for scattered light measurements for the future
space borne LISA gravitational wave detector [17]. An alterna-
tive that uses a wide-spectrum light source [18] has achieved
a good angular resolution but two orders of magnitude poorer
sensitivity.

Measurement setup. The measurement optical layout is
shown schematically in Fig. 1. A single-mode S-polarized
Nd:YAG laser beam with wavelength λ = 1064 nm and power
of 70 mW is split using a 50/50 beam splitter located at the
beam waist. The beam transmitted by the beam splitter is used
as a local oscillator beam for the balanced homodyne detection
(BHD), while the reflected beam is sent to the scattering sample.
The incident beam is translated across the surface of the scat-
tering sample using a motorized mirror (Newport AG-M100N).
The beam propagating toward the scattering sample is expanded
from a waist of 300µm to 2.1 mm using a telescope composed
of three lenses. The last two lenses of focal length −100 mm and
400 mm compose a Galilean telescope with magnification ×4.
The first lens with a focal length of 500 mm is a relay, which
adds a degree of freedom to simultaneously obtain a collimated
beam and to transform the angular displacement of the motor-
ized mirror into pure beam translation on the scattering sample.
As a result for lateral beam translations of ±6 mm, the changes
of beam tilt on the sample are smaller than ±30µrad.

Backscattered light propagates back through the telescope
toward the first 50/50 beam splitter, where half of the power is
sent toward the BHD and the other half is lost. The difference in
power received by the two photodetectors yields a signal

P1(t) − P2(t) =
P0
√

2

√︁
fsc cos

(︃
2π
∆L(t)
λ

)︃
, (1)
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Fig. 1. Optical layout of the interferometric scatter meter with
balanced homodyne detection. The scattering sample is freely
swinging on a pendulum suspended optical breadboard.

where P0 is the power provided by the laser, fsc is the fraction
of light backscattered by the sample that is mode matched with
the local oscillator beam, and ∆L(t) is the displacement of the
sample.

This signal can be normalized by the total power received by
the two photodiodes, which yields

A(t) =
P1(t) − P2(t)
P1(t) + P2(t)

=
√︁

2fsc cos
(︃
2π
∆L(t)
λ

)︃
. (2)

For the case where ∆L(t) fluctuates over many wavelengths, the
backscattered light fraction is simply obtained as the normalized
signal variance Var(A(t)) = fsc. Note that this assumes that the
backscattered light is perfectly aligned and mode matched with
the local oscillator beam of the BHD.

To achieve a large position modulation, the sample is placed
on a breadboard suspended on four metal wires at an angle
of ∼ 45◦ to the vertical, similar to a Newton’s cradle. This
allows a free pendulum motion along the beam axis, while
restricting the motion in the orthogonal plane. After a gentle
touch, the free motion of that suspension creates a decaying
sinusoidal motion with an amplitude of a few hundred wave-
lengths and quality factor ∼ 1000. The motion Doppler shifts
the backscattered light frequency and create a quasi-sinusoidal
signal with a time-dependent frequency f (t) = 2|ẋ(t)|

λ
proportional

to the instantaneous bench speed. This results in a signal with
a power spectrum spreading between 0 Hz and a few kilohertz,
with a peak power just below the cutoff frequency, as shown in
Fig. 2. As the sample is the only object with a large motion,
the upconversion clearly identifies light that is back reflected or
backscattered by the sample.

Above 500 Hz, the noise floor is shot noise limited, while
below, there are significant contributions of the mechanical
resonances of the various optical components used in the
measurement and the 50-Hz mains AC current harmonics. To
measure fsc without being affected by these noise sources, we
integrate the power spectrum density of A only between 500 Hz
and 6 kHz, which yields a variance measurement with negligible
bias as long as the peak emission is between 2 kHz and 5 kHz.

This measurement is affected by speckle, that is, by the partic-
ular random realization of the light that is backscattered. Hence

Fig. 2. Example amplitude spectral density of the normalized
BHD signal A with a scattering sample of fsc = 3 × 10−10 is shown
in red (top line), and the average measurement noise floor without
any sample in blue (bottom line).

the measured quantity is an exponentially distributed random
variable. This random effect can be averaged by scanning the
scattering sample in translation, with each translation by a beam
radius yielding an independent measurement [17]. We scan the
target surface with the aid of a motorized mirror using 49 dedi-
cated points on the surface spanning over an area of 7 × 7 beam
radii. This yields a measurement of the average scattering with

1
√

49 ≃ 14% statistical errors. This inherently assumes that the
target scattering is uniform over the scanned surface. This is a
good assumption for rough surfaces; however, for higher quality
optics, localized scratches or dust particles can yield high scat-
tering for some pointings. To mitigated this, we use a median
of the 49 measurements corrected by a factor log 2 to obtain a
robust measurement of the exponential distribution parameter.

Relation between fsc and BRDF. In the previous section,
we have described how the scattered light fraction fsc can be
measured using a BHD. This is the quantity of interest when
evaluating the impact of scattered light on gravitational wave
detectors or other interferometric measurements. However, scat-
tered light of a given object is usually characterized using its
BRDF. In this section, we derive a simple analytical relation
between these two quantities.

A normalized Gaussian beam with radius w(z) =
w0

√︂
1 + λ2(z−z0)2

π2ω4
0

and wavefront radius of curvature R(z) has the
following form in cylindrical coordinates:

Ebeam(r, z) =

√︄
2

πw(z)2
exp

[︃
−

(︃
1

w(z)2
+
πi
λR(z)

)︃
r2
]︃

. (3)

We mean by normalized that
∫ ∞

0
2πr |Ebeam |

2dr = 1. For a point
scatterer, the light close to the optical axis at large distance z can
be approximated by a normalized spherical wave:

Esc(r, z) =
1

√
2πz2

exp
[︃
−
πi
λz

r2
]︃

. (4)

The overlap integral of these two fields will yield the interference
between a Gaussian beam and a spherical wave, i.e., a perfect
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scatterer:

Overlap =
|︁|︁|︁|︁∫ ∞

0
2πrEbeamE∗

scdr
|︁|︁|︁|︁2 (5)

=

|︁|︁|︁|︁∫ ∞

0

2rdr
wz

exp
[︃
−

(︃
1
w2 +

πi
λR

−
πi
λz

)︃
r2
]︃ |︁|︁|︁|︁2 (6)

=
1

z2

w2 +
π2

λ2

(︂
1
R − 1

z

)︂
wz

. (7)

This expression can be further approximated by evaluating it
in the Gaussian beam far field, i.e., assuming that z is many
Rayleigh ranges from the beam waist of radius w0 at position z0:

Overlap ≃
1

z2

w2 +
π2

λ2
z2
0w2

z2

≃
1

π2w2
0

λ2 +
z2
0

w2
0

≃
λ2

π2w(0)2
, (8)

where w(0) is the Gaussian beam radius at the position of the
spherical wave emission.

Hence, the overlap between a Gaussian beam and backscat-
tered light depends only on the size of the beam at the scattering
surface. Although this was derived for a point scattering source
centered on the beam axis, it remains true if the scattering is
due to a large number of uniformly distributed point sources or
due to random roughness of the surface. We will not derive this
more general relation, but verify it experimentally in the results
section.

A normalized spherical wave is equivalent to a BRDF of
1

π cos(θ ) , where θ is the incidence angle on the scattering object.
Hence for a scattering object, the backscattered light fraction is
simply obtained by replacing the spherical wave BRDF by the
BRDF of the sample object:

fsc = Overlap × πBRDF(θ) cos θ = BRDF(θ)
λ2 cos θ
πw(0)2

. (9)

Results. We have performed measurements using the setup
described in the measurement setup section. The alignment of
the backscattered field with the local oscillator beam was verified
using a flat mirror instead of the scattering target shown in Fig. 1.
The directly backreflected beam had an interference visibility of
88%, while the maximum that was attainable was 94% given that
half of the retro-reflected light was lost and sent back toward the
laser. The measured backscatter fraction below was corrected
for this interference visibility loss.

Backscatter as a function of beam radius. To verify the relation
between backscatter fraction fsc and BRDF, we measured the
backscattering from a PTFE target (integrating sphere plug) as a
function of beam size. PTFE is a near perfect volume Lambertian
diffuser that scatters light in both polarizations with ideally a
BRDF = 1

2π [19]. The beam radius was measured with a CCD
camera and fitted with a Gaussian beam independently in the
horizontal and vertical directions. The root mean square of the
horizontal and vertical radius is used as the beam radius in the
results below.

The beam at the output of the telescope described in the
measurement setup section was converged with a 500-mm focal
length lens to a waist of 85µm and the target was placed at
different locations to vary the beam size by more than one order
of magnitude. The measured backscatter fraction is shown in
Fig. 3 and matched well to the theoretical expectation of Eq. (9)
for beam radii above 200µm, but it was a factor of 2–3 times
smaller close to the beam waist. This may be due to aberration

Fig. 3. Measured backscatter fraction fsc as a function of beam
size for the four-lens configuration (blue) and the single-lens con-
figuration (black), compared to the expectation given by Eq. (9)
in red. Vertical error bars correspond to the statistical error of the
measurement due to speckle averaging, while the horizontal error
bars are the target positioning errors of ±5 mm re-stated as errors
on the beam radius on the target.

in the beam converged using a single plano–convex lens. To
verify this, instead of four lenses, we used a single lens with a
focal length of 175 mm and a shorter optical path length. This
configuration showed an excellent match at all radii down to the
waist of 145µm.

These results confirm the relation given by Eq. (9).
Backscatter as a function of incidence angle. The backscatter

as a function of incidence angle was measured for a multi-band
(512 nm/800 nm/1064 nm) anti-reflective coated vacuum win-
dow. The coating was measured to have a 700-ppm reflectivity
at 1064 nm for an incidence angle of 0◦. The 0.5◦ wedge of the
window was placed vertically, and the incidence angle changed
horizontally to measure at small angles the backscatter from
only one of the two surfaces. The measured fsc was converted
into BRDF using Eq. (9).

The measurement result is shown in Fig. 4. Below 500µrad,
the tails of the Gaussian beam specular reflection were domi-
nant as the beam provided by the telescope had a divergence of
160µrad. The angular errors were due to the quadratic sum of
the beam incidence angle variation of ±30µrad during the sam-
ple surface scan and the positioning error of ±30µrad provided
by the window kinematic mount micrometer (Newport HR-13).
Note that within 1 m of the beam waist, the Gaussian beam wave-
front curvature was essentially flat, inducing negligible angular
changes of less than 6µrad across the beam radius.

At angles larger than 10 mrad, the optical configuration was
changed by removing the diverging lens from the optical path to
obtain a smaller beam radius of 450µm and a ∼ 15 times larger
signal above the measurement noise floor. However, this intro-
duced a much larger angular error of ±8 mrad, as in that case,
the motorized mirror motion no longer preserved the incidence
angle on the sample.

For angles between 1 mrad and 10 mrad, the BRDF was pro-
portional to 1

θ2 , which is typical for polished optics [3,9], while
at angles larger than 50 mrad, the BRDF became approximately
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Fig. 4. Measured BRDF using a 2.1-mm radius beam (blue
points) and 450-µm radius beam (right bottom points) as a function
of incidence angle θ. The horizontal blue and red solid lines repre-
sent the corresponding measurement noise floor observed without
a sample. The left solid line shows the expected interference from
the window 700-ppm specular reflection.

independent of the incidence angle. This transition occurred
at a smaller angle compared with uncoated or high reflective
coated optics because the ∝ 1

θ2 term is strongly reduced by the
anti-reflective coating [20,21].

Conclusion. We have proposed and implemented an interfer-
ometric measurement of backscattered light that uses relatively
simple and readily available components. In a simplified case,
we have derived the relation between the backscattered light
fraction, the Gaussian beam radius, and the sample BRDF. This
relation was verified experimentally using the proposed setup.

The measurement setup achieved an angular resolution of
160µrad limited by beam divergence and measured backscatter
for incidence angles larger than 500µrad. In particular, it is able
to measure backscatter at angles of a few mrad that are rele-
vant for beam expanding telescope lenses in gravitational wave
detectors. This allows for measuring the scattering of coated
optics, which depends on the surface roughness and defects but
also on the scattering reduction due to the anti-reflective coat-
ing that depends on how well the coating follows the bare optic
surface.

This method can be further expanded to increase the telescope
magnification by a factor of 10 to reach a beam radius of 20 mm.
This should allow for measuring backscatter for angles larger
than 50µrad with a resolution of 17µrad, and cover angles of
∼ 100µrad to measure the most critical scattering from gravita-
tional wave detectors core optics. As translating a large beam by
several waist becomes increasingly impractical, the speckle can
be instead averaged by changing the beam tilt by several beam
divergence angles, for instance, in a circle at fixed incidence
with respect to the sample surface.
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Abstract

We present the results of the search for gravitational waves (GWs) associated with γ-ray bursts detected during
the first observing run of the Advanced Laser Interferometer Gravitational-Wave Observatory (LIGO). We find
no evidence of a GW signal for any of the 41 γ-ray bursts for which LIGO data are available with sufficient
duration. For all γ-ray bursts, we place lower bounds on the distance to the source using the optimistic
assumption that GWs with an energy of M c10 2 2-

 were emitted within the 16–500 Hz band, and we find a
median 90% confidence limit of 71 Mpc at 150 Hz. For the subset of 19 short/hard γ-ray bursts, we place lower
bounds on distance with a median 90% confidence limit of 90 Mpc for binary neutron star (BNS) coalescences,
and 150and 139 Mpc for neutron star–black hole coalescences with spins aligned to the orbital angular
momentum and in a generic configuration, respectively. These are the highest distance limits ever achieved by
GW searches. We also discuss in detail the results of the search for GWs associated with GRB 150906B, an
event that was localized by the InterPlanetary Network near the local galaxy NGC 3313, which is at a
luminosity distance of 54 Mpc (z=0.0124). Assuming the γ-ray emission is beamed with a jet half-opening
angle 30 , we exclude a BNS and a neutron star–black hole in NGC3313 as the progenitor of this event with
confidence >99%. Further, we exclude such progenitors up to a distance of 102 Mpc and 170 Mpc,
respectively.

Key words: binaries: close – gamma-ray burst: general – gravitational waves

1. Introduction

Gamma-ray bursts (GRBs) are among the most energetic
astrophysical events observed in the electromagnetic spectrum.
They are transient flashes of γ-radiation and are broadly
classified as being long or short, depending on their duration
and spectral hardness, mainly on the basis of data from the
Burst and Transient Source Experiment on board the Compton
Gamma-Ray Observatory(Nakar 2007; Berger 2014). Long
GRBs have a duration that is greater than ∼2 s and a softer
spectrum; their origin is related to the core collapse of rapidly
rotating massive stars (Woosley & Bloom 2006; Mösta et al.
2015), a hypothesis supported by observations of associated
core-collapse supernovae(Hjorth & Bloom 2011). In this
scenario, several (magneto)rotational instabilities may kick in
and lead to the emission of gravitational waves (GWs;
Modjaz 2011).

Short GRBs have a duration of less than ∼2 s and a harder
spectrum. Their progenitors are widely thought to be
coalescing binary neutron star (BNS) or neutron star (NS)–
black hole (BH) binary systems (Eichler et al. 1989;
Paczynski 1991; Narayan et al. 1992; Lee & Ramirez-Ruiz
2007; Nakar 2007; Berger 2011), a hypothesis that was
reinforced by the observation of a possible kilonova
associated with GRB130603B (Berger et al. 2013;
Tanvir et al. 2013). Coalescing BNS and NS-BH

binaries—collectively NS binaries—also produce a charac-
teristic GW signal that is detectable by the current generation
of interferometric GW detectors, such as the Advanced Laser
Interferometer Gravitational-Wave Observatory (LIGO) and
Virgo, up to distances of hundreds of megaparsecs (Abbott
et al. 2016c). GW signals associated with this class of GRBs
would provide new astrophysical insight into the progenitors
of these transient phenomena. Specifically, an NS binary
coalescence signal in coincidence with a short GRB would
confirm the NS binary merger origin. In addition, it would
allow us to measure the masses and spins of the binary
components—possibly enabling us to distinguish between
BNS and NS-BH progenitors(Kreidberg et al. 2012; Hannam
et al. 2013) and to constrain the relative merger rates of these
two classes of compact binaries—as well as to place
constraints on the beaming angle and the NS equation of
state(Chen & Holz 2013; Pannarale & Ohme 2014; Clark
et al. 2015). We note that observations of nearby long GRBs
without an accompanying supernova (Della Valle et al. 2006;
Fynbo et al. 2006; Gal-Yam et al. 2006) and of short GRBs
that exhibit an extended γ-ray emission that is softer than the
prompt spike (Gehrels et al. 2006; Norris & Bonnell 2006;
Norris et al. 2010, 2011; Sakamoto et al. 2011) may blur the
divide between long and short GRBs of the standard, bimodal
classification. On the basis of their properties and their host
environments, van Putten et al. (2014) ascribe the origin of
GRBs from both categories to compact binary mergers, as for
canonical short GRBs. In the case of short GRBs with and
without extended emission, other studies indicate that there is
no evidence to distinguish between the two populations
(Fong et al. 2013; Fong & Berger 2013).

144 Deceased, March 2016.
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The first Advanced LIGO Observing Run (O1) began on
2015 September 12 and continued until 2016 January 19.
During the run, the two LIGO detectors (located in Hanford,
WA and Livingston, LA) were operating with instrument
noise 3–4 times lower than ever measured before in their
most sensitive frequency band, 100, 300[ ] Hz; at 50 Hz, the
sensitivity improvement with respect to the initial LIGO
detectors was a factor of ∼30 (for further details on detector
performance, see Figure 1 in Abbott et al. 2016g, Figure 2
in Martynov et al. 2016, and discussions therein, as well
as Abbott et al. 2016f and Nuttall et al. 2015). In the course
of O1, the search for GWs emitted by binary BH systems
yielded two unambiguously identified signals (Abbott
et al. 2016j, 2016h) and a third possible signal(Abbott
et al. 2016d). These successful results also sparked the first
campaign to search for counterparts of Advanced LIGO
sources, marking a milestone for transient astronomy and
paving the way for multimessenger investigations of NS
binary merger events in the years to come(Abbott
et al. 2016i, 2016e).

In this paper, we present the results of a search for GWs
associated with GRBs detected by the Fermi and Swift γ-ray
satellites and by the InterPlanetary Network (IPN) during O1.
From current observations, one expects most GRB events to be
at distances that are too large for their associated GW signals to
be detectable (the median redshift of the long and short GRB
populations with established redshifts is ∼2 and ∼0.5,
respectively; Berger 2014). However, a GRB in a data set
under consideration may happen to fall within the range of GW
detectors. For example, the smallest observed redshift to date of
an optical GRB afterglow is z=0.0085 ( 36 Mpc) for
GRB980425 (Galama et al. 1998; Kulkarni et al. 1998;
Iwamoto et al. 1998; see Clark et al. 2015 for further details on
the expected rate of joint short GRB and GW observations).
The effort reported in this paper follows the one carried out
with the initial LIGO and Virgo detectors, which found no
evidence for GWs in coincidence with 508 GRBs detected
between 2005 and 2010(Aasi et al. 2014b). Three distinct
searches were performed during O1: (1) a low-latency search to
promptly identify coincidences in time between online GW
searches and GRB events (Rapid VOEvent Coincidence
Monitor or RAVEN; Urban 2016; see Section 4.1 for details),
(2) a modeled search for NS binary mergers (PyGRB;
Williamson et al. 2014; Nitz et al. 2016; see Section 4.2), (3)
a search for generic (i.e., using minimal assumptions about the
signal morphology), unmodeled GW transients (X-Pipeline;
Sutton et al. 2010; see Section 4.3). We find no evidence of a
GW signal associated with any of the GRBs in the sample, and
we also rule out a collective signature of weak GW signals
associated with the GRB population. We determine lower
bounds on the distance to the progenitor of each GRB, and we
constrain the fraction of observed GRB population at low
redshifts.

Finally, we report on the specific case of the search for GWs
associated with GRB150906B (Golenetskii et al. 2015; Hurley
et al. 2015). This event, detected by the IPN, was poorly placed
for optical/infrared observations, but, as noted by Levan et al.
(2015), the local galaxy NGC3313 lies close to the
GRB150906B IPN error box, making it a viable host
candidate for this event. Interestingly, NGC3313 is at a
luminosity distance of 54 Mpc and is therefore within the
Advanced LIGO horizon for NS binary mergers.

2. GRB Sample

Our GRB sample contains events distributed through the
Gamma-ray Coordinates Network (GCN) system,145 supple-
mented by the Swift146(Lien et al. 2016) and Fermi147 (Gruber
et al. 2014; von Kienlin et al. 2014) trigger pages and the
IPN(Hurley et al. 2003). Events distributed through the GCN
system are ingested into the GW candidate event database
(GraceDB)148 within seconds of publication. The dedicated
Vetting Automation and Literature Informed Database
(VALID; Coyne 2015) cross-checks their time and localization
parameters against the tables relative to each satellite and
against the published catalog, and with automated literature
searches.
In total there are 110 bursts recorded in the GCN and the

IPN database during the period of interest (2015 September
12 to 2016 January 19). Twenty-three of them were detected
solely by the IPN,149 and about half of these were observed
by a single spacecraft or two closely spaced ones and
therefore could not be localized. We followed up all
GRBs that occurred when at least one of the LIGO detectors
was operating in a stable configuration. GW data segments
that are flagged as being of poor quality are excluded from
the analysis. The classification of GRBs into short and long
is sometimes somewhat ambiguous. Our selection is based
on the T90 duration, which is the time interval over which
90% of the total background-subtracted photon counts
are observed. A GRB is labeled short if its T T90 90,error+ <
2 s. A GRB is labeled long if T T 4 s90 90,error- > . The
remaining GRBs are labeled ambiguous. This separates the
GRB sample into 23 short GRBs, 79 long GRBs, and 8
ambiguous GRBs.
Since binary mergers are particularly strong sources of

GWs, we use the modeled search for NS binaries to analyze
both short GRBs and ambiguous GRBs. This ensures that we
include all short GRBs in the tail of the duration distribution.
This search was able to analyze 19 events, which constitute

61~ % of the GRBs it could have targeted, had the GW
detectors been operating with 100% duty cycle. This search
can be run with data from one or more GW detectors (see
Section 4.2), so the number is in line with the 61~ % and

52~ % duty cycles of the Hanford and the Livingston
detectors, respectively. The generic unmodeled GW search
is performed on all GRBs, regardless of their classification. In
this case, results were obtained for 31 GRBs, that is, 31% of
the events recorded during O1 with available sky location
information. Keeping in mind that this search requires at least
660 s of data in coincidence from the two GW detectors (see
Section 4.3), we note that the number is in line with the

40~ % duty cycle of the two Advanced LIGO detectors
during O1. In total, with the two methods, we were able to
process 41 GRB events, that is, 41% of the events recorded
during O1 that had sky location information available. Eight

145 GCN Circulars Archive: http://gcn.gsfc.nasa.gov/gcn3_archive.html.
146 Swift GRB Archive: http://swift.gsfc.nasa.gov/archive/grb_table/. Swift/
BAT Gamma-Ray Burst Catalog: http://swift.gsfc.nasa.gov/results/batgrbcat/.
147 FERMIGBRST—Fermi GBM Burst Catalog: https://heasarc.gsfc.nasa.
gov/W3Browse/fermi/fermigbrst.html.
148 Moe, B., Stephens, B., and Brady, P., GraceDB—Gravitational Wave
Candidate Event Database, https://gracedb.ligo.org/.
149 Unlike the GCN sample, the IPN sample we describe is the subset of GRBs
that took place during O1 for which at least one LIGO detector was operating.
For this subset, a detailed IPN sky localization was performed.

6

The Astrophysical Journal, 841:89 (18pp), 2017 June 1 Abbott et al.



of these events were analyzed in single-detector mode by the
modeled search for NS binaries: the ability of this search to
run with data from only one detector thus allows us to
significantly increase our sample.

2.1. GRB150906B

In addition to the GRBs in the sample we described above,
we also consider GRB 150906B, an event of particular interest
due to its potential proximity. It occurred on 2015 September 6
at 08:42:20.560 UTC and was detected by the IPN(Golenetskii
et al. 2015; Hurley et al. 2015). At the time of GRB150906B,
the Advanced LIGO detectors were undergoing final prepara-
tions for O1. Nonetheless, the 4 km detector in Hanford was
operational at that time.

GRB150906B was observed by the Konus–Wind, INT-
EGRAL, Mars Odyssey, and Swift satellites. It was outside the
coded field of view of the Swift BAT, and, consequently,
localization was achieved by triangulation of the signals
observed by the four satellites(Hurley et al. 2015). The
localization region of GRB150906B lies close to the local
galaxy NGC 3313, which has a redshift of 0.0124 at a
luminosity distance of 54 Mpc(Levan et al. 2015). This
galaxy lies 130 kpc in projection from the GRB error box,
a distance that is consistent with observed offsets of short
GRBs from galaxies and with the expected supernova kicks
imparted on NS binary systems(Berger 2011). NGC3313
is part of a group of galaxies, and it is the brightest among
this group. Other, fainter members of the group also lie close
to the GRB error region, as shown in Figure 1. In addition,
there are a number of known galaxies at around 500 Mpc
within the error region of the GRB(Bilicki et al. 2013). For
the GW search, we use a larger error region with a more
conservative error assumption. Follow-up electromagnetic
observations of the GRB were not possible due to its
proximity to the Sun.

The Konus–Wind observation of GRB150906B was further
used to classify the GRB(Svinkin et al. 2015). It was
observed to have a duration of150 T 0.952 0.03650 = ( ) s
and T 1.642 0.07690 = ( ) s, which places it at the longer end
of the short GRB distribution. Furthermore, GRB150906B lies
between the peaks of the short/hard and long/soft Konus–
Wind GRB distributions in the log T50–log HR32 hardness–
duration diagram, where log HR32 is the (logarithm of the) ratio
of counts in the 200, 760[ ] keV and 50, 200[ ] keV bands
(Svinkin et al. 2015). Thus, a firm classification of the GRB as
either short or long is problematic.
Assuming GRB150906B originated in NGC3313 yields an

isotropic-equivalent γ-ray energy E 10iso
49~ erg(Levan et al.

2015). This is consistent with inferred luminosities of short
GRBs with measured redshifts(Berger 2011), albeit at the
lower end of the distribution of Eiso values. Theoretical
arguments(Ruffini et al. 2015; Zhang et al. 2015) suggest that
the energetics fit better with a more distant system around
500Mpc, possibly originating from one of the galaxies within
the error region.

3. Considerations on GRB Progenitors

As discussed previously, BNS and NS-BH mergers are the
most plausible progenitors for the majority of short GRBs,
while the progenitors of long GRBs are extreme cases of stellar
collapse. In this section, we provide considerations on the main
properties of the sources that we target with our searches in
order to address these scenarios.

3.1. Short-duration GRBs

The modeled search for GWs emitted by NS binary mergers
addresses the case of short GRB events. While not all NS
binary mergers necessarily lead to a short GRB, this search
looks for a GW counterpart to a short GRB event under the
assumption that short GRBs are generated by NS binary
mergers. In the standard scenario (Eichler et al. 1989;
Paczynski 1991; Narayan et al. 1992; Nakar 2007), as the
two companions spiral inward together due to the emission of
GWs, the NSs are expected to tidally disrupt before the
coalescence, in order to create a massive torus remnant in
the surroundings of the central compact object that is formed by
the binary coalescence. The matter in the torus can then power
highly relativistic jets along the axis of total angular
momentum(Blandford & Znajek 1977; Rosswog & Ramirez-
Ruiz 2002; Lee & Ramirez-Ruiz 2007). This picture is
supported by observational evidence(Berger 2011; Berger
et al. 2013; Tanvir et al. 2013) and numerical simulations (e.g.,
Rezzolla et al. 2011; Kiuchi et al. 2015) but has not yet been
fully confirmed.
The form of the GW signal emitted by a compact binary

coalescence depends on the masses (m m,NS comp) and spins of
the NS and its companion (either an NS or a BH), as well as the
spatial location and orientation relative to the detector. In the
remainder of this section we therefore discuss observational
constraints on these properties and our choices regarding them
that are folded into our search for BNS and NS-BH progenitors
of short GRBs.

Figure 1. Overlay of the error box for GRB150906B on the sky(Levan et al.
2015). A number of galaxies are at around 50 Mpc, while some of the
galaxies within the error region are at ∼500 Mpc(G. Dálya et al. 2016, in
preparation).

150 Similarly to T90, T50 is the time interval over which 50% of the total
background-subtracted photon counts are observed.
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Mass measurements of NSs in binary systems currently set a
lower bound on the maximum possible NS mass to
2.01 0.04( ) M(Antoniadis et al. 2013). On the other hand,
theoretical considerations set an upper bound on the maximum
NS star mass to ∼3 M(Rhoades & Ruffini 1974; Kalogera &
Baym 1996), while the standard core-collapse supernova
formation scenario restricts NS birth masses above the
1.1–1.6 M interval (Lattimer 2012; Ozel et al. 2012; Kiziltan
et al. 2013). Finally, we note that the individual NS masses
reported for the eight candidate BNS systems lie in the interval

M1.0, 1.49 [ ] (Ozel & Freire 2016).
The fastest spinning pulsar ever observed rotates at a

frequency of 716 Hz(Hessels et al. 2006). Assuming a mass of
1.4 M and a moment of inertia of 1045 g cm2, this corresponds
to a dimensionless spin magnitude of ∼0.4. The highest
measured spin frequency of pulsars in confirmed BNS systems
is that of J0737−3039A(Burgay et al. 2003). It is equal to
44 Hz(Kramer & Wex 2009), which yields a dimensionless
spin magnitude of ∼0.05(Brown et al. 2012). Finally, the
potential BNS pulsar J1807−2500B(Lynch et al. 2012) with a
spin of 4.19 ms gives a dimensionless spin magnitude of ∼0.2,
if one assumes a pulsar mass of 1.37 M and a moment of
inertia 2 1045· g cm2.

No observations of NS-BH systems are available to date.
Notably, however, a likely NS-BH progenitor has been
observed, namely Cyg X-3(Belczynski et al. 2013). While
Advanced LIGO has observed a BH with mass 36 4

5
-
+ M in a

binary BH system(Abbott et al. 2016j), and while stellar
BHs with masses exceeding even 100 M are conceivable
(Belczynski et al. 2014; de Mink & Belczynski 2015), mass
measurements of galactic stellar-mass BHs in X-ray binaries
are between 5 and 24 solar masses (Ozel et al. 2010; Farr
et al. 2011; Kreidberg et al. 2012; Wiktorowicz et al. 2013).
X-ray observations of accreting BHs provide a broad
distribution of dimensionless spin magnitudes ranging
from ∼0.1 to above 0.95 (e.g., Miller & Miller 2014). We
remark that BH dimensionless spin magnitudes inferred
from observations of high-mass X-ray binaries typically
have values above 0.85 and that these systems are more
likely to be NS-BH system progenitors(McClintock
et al. 2014).

A final property to discuss in the context of GW searches for
BNS and NS-BH systems in coincidence with short GRBs is
the half-opening angle jetq of the GRB jet. Relativistic beaming
and collimation due to the ambient medium confine the GRB
jet to jetq . In all cases, we assume that the GRB is emitted in the
direction of the binary total angular momentum. The observa-
tion of prompt γ-ray emission is, therefore, indicative that the
inclination of the total angular momentum with respect to the
line of sight to the detectors lies within the jet cone. Estimates
of jetq are based on jet breaks observed in X-ray afterglows and
vary across GRBs. Indeed, many GRBs do not even exhibit a
jet break. However, studies of observed jet breaks in Swift GRB
X-ray afterglows find a mean (median) value of 6 .5jetq = 
5 . 4( ), with a tail extending almost to 25°(Racusin et al. 2009).
In at least one case where no jet break is observed, the inferred
lower limit is 25° and could be as high as 79°(Grupe et al.
2006). By folding in lower limits on jetq for short GRBs without
opening angle measurements and the indication that

5 20jetq ~  – , which arises from simulations of postmerger
BH accretion, Fong et al. (2015) find a median of 16 10  
for jetq .

In light of all these considerations on astrophysical
observations, we perform the modeled search described in
Section 4.2 for NSs with masses between M1  and M2.8 
and dimensionless spin magnitude of 0.05 at most.151 For
the companion object, we test masses in the range

M m1 25comp  Me and dimensionless spins up to
0.999. Additionally, we restrict the NS-BH search space
(i.e., m 2.8comp > Me) to BH masses and spins that are
consistent with the presence of remnant material in the
surroundings of the central BH, rather than with the direct
plunge of the NS onto the BH(Pannarale & Ohme 2014).
This astrophysically motivated cut excludes from our search
NS-BH systems that do not allow for a GRB counterpart to be
produced, even under the most optimistic assumptions regarding
the NS equation of state152 and the amount of tidally disrupted
NS material required to ignite the GRB emission153 (Pannarale
& Ohme 2014). Finally, we search for circularly polarized
signals. As discussed in Williamson et al. (2014), this is an
excellent approximation for inclination angles between the total
angular momentum and the line of sight up to 30°.

3.2. Long-duration GRBs

Long GRBs are followed up by the search for unmodeled
GW transients described in Section 4.3. When making
quantitative statements on the basis of this search, we use
two families of GW signal models: circular sine-Gaussian
(CSG) and accretion disk instability (ADI) signals. The
scenarios that these address are discussed below.
No precise waveform is known for stellar collapse. A wide

class of scenarios involves a rotational instability developing in
the GRB central engine that leads to a slowly evolving, rotating
quadrupolar mass distribution. Semianalytical calculations of
rotational instabilities suggest that up to M c10 2 2-

 may be
emitted in GWs (Davies et al. 2002; Fryer et al. 2002;
Kobayashi & Meszaros 2003; Shibata et al. 2003; Piro & Pfahl
2007; Corsi & Meszaros 2009; Romero et al. 2010), but
simulations addressing the nonextreme case of core-collapse
supernovae predict an emission of up to M c10 8 2-

 in
GWs(Ott 2009). With this in mind, we use a crude but simple
generic model, that is, a CSG waveform with plus (+) and
cross (×) polarizations given by
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where the signal frequency f0 is equal to twice the rotation
frequency, t is the time relative to the signal peak time, Q

151 The search is nonetheless effective for NS spins up to 0.4 (Nitz 2015;
Abbott et al. 2016c).
152 To prescribe the cut, we use a simple piecewise polytropic equation of state
(2H) that yields NSs with masses up to ∼2.8 M and radii of ∼15 km (e.g.,
Kyutoku et al. 2010). The large NS radius value, which is above current
constraints(Steiner et al. 2013; Ozel & Freire 2016), is chosen to favor tidal
disruption and hence make our targeted parameter space as inclusive as
possible.
153 Namely, we target any system that leads to the presence of remnant NS
debris material.
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characterizes the number of cycles for which the quadrupolar
mass moment is large, EGW is the total radiated energy, r is the
distance to the source, ι is the rotation axis inclination angle
with respect to the observer, and G and c are the gravitational
constant and the speed of light, respectively. The inclination
angle ι can be once again linked to observations of GRB jet-
opening angles: in the case of long GRBs, these are typically

5~  (Gal-Yam et al. 2006; Racusin et al. 2009). All other
parameters are largely underconstrained.

In the collapsar model of long GRBs, a stellar-mass BH
forms, surrounded by a massive accretion disk. An extreme
scenario of emission from a stellar collapse is a “magnetically
suspended” ADI(van Putten 2001; van Putten et al. 2004).
This parametric model may not be a precise representation of
realistic signals, but it captures the generic features of many
proposed models. It is characterized by four free astrophy-
sical parameters: the mass and the dimensionless spin
parameter of the central BH, the fraction of the disk mass
that forms clumps, and the accretion disk mass. Waveform
parameters such as duration, frequency span, and total
radiated energy can be precisely derived for a given set
of astrophysical parameters. As discussed in Section 4.3, we
use several combinations of values for the astrophysical
parameters in order to cover the different predicted
morphologies.

4. Search Methodology

A low-latency search, referred to as RAVEN(Urban 2016;
see Section 4.1), was performed in order to potentially initiate a
prompt electromagnetic follow-up effort in the case of a
possible association of a GW signal with a GRB event. The
method builds on the results of the online, low-latency, all-sky
GW searches to look for associations between GRBs and GW
candidates. Results were ready within minutes after GRB
detection notices: this allows circulation of alerts to the
astronomy community on a timescale that is useful for
enhancing follow-up observations targeting the X-ray, optical,
and radio afterglows of GRB events.

The results presented in this paper were produced by an
offline search using (1) a templated, NS binary search method
(implemented in the PyGRB pipeline; see Williamson et al.
2014 and references therein for a full description and Nitz
et al. 2016 for the code) for triggers corresponding to short
GRBs and (2) a generic method (i.e., using minimal
assumptions about the signal morphology) for GW transients
(implemented in the X-Pipeline; see Sutton et al. 2010
and Was et al. 2012 for a complete description) for all GRBs.
The two methods are illustrated in Sections 4.2 and 4.3,
respectively. Both of them are largely the same as for
the previous analysis described in Aasi et al. (2014b) and
utilized data with final quality and calibration154(Abbott
et al. 2017b, 2016f). Unlike in previous studies (Abbott
et al. 2010; Abadie et al. 2010, 2012a; Aasi et al. 2014b), the
offline search did not require data from both interferometers
to be available. However, the generic method is severely
limited by nonstationary transients when data from only one
interferometer are available. Hence for the generic method

we present results only for GRBs that occurred when both
interferometers were available.

4.1. Rapid VOEvent Coincidence Monitor

RAVEN(Urban 2016) compares the GW triggers recorded in
the low-latency all-sky GW analysis with the given time of a
GRB. It provides a preliminary indication of any coincident
GW candidate event and its associated significance. The cWB
(Klimenko et al. 2016), oLIB(Lynch et al. 2015), GstLAL
(Messick et al. 2017), and MBTA(Adams et al. 2016) pipelines
perform the blind, rapid all-sky GW monitoring. cWB and oLIB
search for a broad range of GW transients in the frequency range
of 16–2048 Hz without prior knowledge of the signal waveforms.
The GstLAL and MBTA pipelines search for GW signals from
the coalescence of compact objects, using optimal matched
filtering with waveforms. During O1, MBTA covered component
masses of 1–12 M with a 5 M limit on chirp mass. GstLAL,
instead, covered systems with component masses of 1–2.8 M
and 1–16 M up to 2015 December 23; then, motivated by the
discovery of GW150914, the analysis was extended to cover
systems with component masses of 1–99Me and total mass less
than 100Me. Both pipelines limit component spins to 0.99< and

0.05< for BHs and NSs,155 respectively (see Abbott et al. 2016c
for further details).
GW candidates from these low-latency searches were

uploaded to GraceDB and compared to the GRB triggers to
find any temporal coincidence in [−600, +60] and [−5, +1]
second windows, which correspond to the delay between the
GW and the GRB trigger for long and short GRBs,
respectively, as discussed in the next two sections. This
strategy has the advantage of being very low latency and of
requiring little additional computational costs over the
existing all-sky searches. RAVEN(Urban 2016) results are
available to be shared with LIGO partner electromagnetic
astronomy facilities156 within minutes following a GRB
detection.

4.2. Neutron Star Binary Search Method (PyGRB)

In the vast majority of short GRB progenitor scenarios, the
GW signal from an NS binary coalescence is expected to
precede the prompt γ-ray emission by no more than a few
seconds(Lee & Ramirez-Ruiz 2007; Vedrenne & Atteia 2009).
Therefore, we search for NS binary GW signals with end times
that lie in an on-source window of [−5, +1) s around the
reported GRB time, as done in previous searches in LIGO and
Virgo data (Abadie et al. 2012a; Aasi et al. 2014b). The method
we use is described in detail in Williamson et al. (2014) and
references therein; the code implementing it is available under
Nitz et al. (2016).
The data are filtered in the 30 Hz–1000 Hz frequency

interval through a discrete bank of ∼110,000 template
waveforms (Owen & Sathyaprakash 1999) that covers NS
binaries with the properties discussed in Section 3.1. It is the
first time that a short GRB follow-up search used a template
bank that includes aligned spin systems (Brown et al. 2012;
Harry et al. 2014). The bank is designed to have a 3%

154 Both flavors of the search were also promptly initiated in a medium-latency
configuration within about 20 minutes following the receipt of an appropriate
GRB detection notice. This configuration requires a less accurate evaluation of
the efficiency of each search and produces results within a few hours.

155 GstLAL and MBTA treat as NSs components with masses below 2.8 M
and 2 Me, respectively.
156 See program description and participation information at http://www.ligo.
org/scientists/GWEMalerts.php.
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maximum loss of signal-to-noise ratio (S/N) due to
discretization effects for binaries with spins aligned, or
antialigned, to the orbital angular momentum over the
parameter space discussed at the end of Section 3.1.

For BNS and NS-BH coalescences, we use point-particle
post-Newtonian models that describe the inspiral stage,
where the orbit of the binary slowly shrinks due to the
emission of GWs. This is mainly motivated by the fact that
the merger and postmerger regime (i.e., the GW high-
frequency behavior) of these systems differs from the binary
BH case. While we do have robust inspiral-merger-ringdown
binary BH waveforms (Taracchini et al. 2014; Khan et al.
2016), efforts to obtain accurate, complete waveform models
for NS binaries are still underway (Lackey et al. 2014;
Bernuzzi et al. 2015; Pannarale et al. 2015; Barkett
et al. 2016; Haas et al. 2016; Hinderer et al. 2016).
Additionally, to go beyond a point-particle inspiral descrip-
tion, the search would have to cover all feasible NS equations
of state, at the expense of a significant increase in its
computational costs. Each template is therefore modeled with
the “TaylorT4” time-domain, post-Newtonian inspiral
approximant (Buonanno et al. 2003), filtered against the
coherently combined data, and peaks in the matched filter
coherent S/N are recorded. Additional signal consistency
tests are used to eliminate the effect of non-Gaussian
transients in the data and to generate a reweighted coherent
S/N (see Williamson et al. 2014 for its formal definition),
which forms the detection statistic(Allen 2005; Harry &
Fairhurst 2011).

After the filtering and the consistency tests, the event with
the largest reweighted coherent S/N (provided that this is
greater than 6) in the on-source window is retained as a
candidate GW signal. In order to assess the significance of
the candidate, the detector background noise distribution is
estimated using data from a time period surrounding the on-
source data, when a GW signal is not expected to be present.
This is known as the off-source data and is processed
identically to the on-source data. Specifically, the same data-
quality cuts and consistency tests are applied, and the same
sky positions relative to the GW detector network are used.
The NS binary search method requires a minimum of 1658 s
of off-source data, which it splits into as many 6 s trials as
possible. In order to increase the number of background

trials, when data from more than one detector are available,
the data streams are time-shifted multiple times and
reanalyzed for each time shift. The template that produces
the largest reweighted coherent S/N in each 6 s off-source
time window is retained as a trigger. These are used to
calculate a p-value157 to the on-source loudest event by
comparing it to the distribution of loudest off-source triggers
in terms of the detection statistics. The p-value is calculated
by counting the fraction of background trials containing an
event with a greater reweighted coherent S/N than the
loudest on-source event. Any candidate events with p-values
below 10% are subjected to additional follow-up studies to
determine if the events can be associated with some non-GW
noise artifact. Further details on the methods used to search
for NS binary signals in coincidence with short GRBs
can be found in Harry & Fairhurst (2011) and Williamson
et al. (2014).
The efficiency of the NS binary search method for

recovering relevant GW signals is evaluated via the addition
in software of simulated signals to the data. In order to assess
performance, these data are filtered with the same bank of
templates used for the search. This provides a means of
placing constraints on the short GRB progenitor in the event
of no detection in the on-source. All simulated signals are
modeled using the “TaylorT2” time-domain, post-Newtonian
inspiral approximant(Blanchet et al. 1996). We note that this
approximant differs from the one used to build the templates.
This choice is designed to account for the disagreement
among existing inspiral waveform models in our efficiency
assessment (see Nitz et al. 2013 on this topic). Further, this
approximant allows for generic spin configurations. We
inject three sets of simulated inspiral signals; these corre-
spond to (1) BNS systems with a generic spin configuration,
(2) NS-BH systems with a generic spin configuration, and (3)
NS-BH systems with an aligned spin configuration. We build
both a generic and an aligned spin injection set in the NS-BH
case in order to assess the impact of precession on the search
sensitivity for rapidly spinning and highly precessing systems
(as is the NS-BH case in contrast to the BNS case). The
considerations illustrated in Section 3.1 motivate the follow-
ing choices for the parameters that characterize the three
families:

NS masses: These are chosen from a Gaussian distribution
centered at 1.4Me, with a width of 0.2 M and 0.4 M in
the BNS and the NS-BH case, respectively(Ozel et al.
2012; Kiziltan et al. 2013). The larger width for NS-BH
binaries reflects the greater uncertainty arising from a lack
of observed NS-BH systems.

BH masses: These are Gaussian distributed with a mean of
10 M and a width of 6Me. Additionally, they are
restricted to being less than 15Me, because the disagree-
ment between different Taylor approximants dominates
beyond this point(Nitz et al. 2013).

Dimensionless spins: These are drawn uniformly over the
intervals 0, 0.4[ ] and 0, 0.98[ ] for NSs and BHs,
respectively. For the two sets with generic spin configura-
tions, both spins are isotropically distributed.

Table 1
Accretion Disk Instability Waveform Parameters

Waveform M Duration Frequency EGW
χ 

Label (M) (s) (Hz) (M c2
 )

ADI-A 5 0.30 0.050 39 135–166 0.02
ADI-B 10 0.95 0.200 9 110–209 0.22
ADI-C 10 0.95 0.040 236 130–251 0.25
ADI-D 3 0.70 0.035 142 119–173 0.02
ADI-E 8 0.99 0.065 76 111–234 0.17

Notes. The first column is the label used for the ADI waveform. The second
and third columns are the mass and the dimensionless spin parameter of the
central BH. The fourth column,  , is the fraction of the disk mass that forms
clumps, and in all cases the accretion disk mass is 1.5 Me. The duration,
frequency span, and total radiated energy of the resulting signal are also
reported in the remaining columns.

157 A p-value is defined as the probability of obtaining such an event or a
louder one in the on-source data, given the background distribution, under the
null hypothesis.
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Tidal disruption: NS-BH systems for which the remnant BH is
not accompanied by any debris material are not included in
the injected populations(Pannarale & Ohme 2014).

Inclination angle: This is uniformly distributed in cosine over
the intervals 0 , 30 [ ] and 150 , 180 [ ].

Distance: Injections are distributed uniformly in distance in the
intervals 10, 300[ ] Mpc and 10, 600[ ] Mpc for BNS and
NS-BH systems, respectively.

When performing the efficiency assessment, we marginalize
over amplitude detector calibration errors by resampling the
assumed distance of each injected signal with a Gaussian
distribution of 10% width(Abbott et al. 2017b, 2016f); the
phase errors of 5~  have a negligible effect.

4.3. Generic Transient Search Method (X-Pipeline)

Long GRBs are associated with the gravitational collapse
of massive stars. While GW emission is expected to
accompany such events, its details may vary from event to
event. We therefore search for any GW transient without
assuming a specific signal shape; this type of search is
performed for short GRB events as well. We use the time
interval starting from 600 s before each GRB trigger and
ending either 60 s after the trigger or at the T90 time
(whichever is larger) as the on-source window to search for a
GW signal. This window is large enough to take into account
most plausible time delays between a GW signal from a
progenitor and the onset of the γ-ray signal (Koshut et al.
1995; Aloy et al. 2000; MacFadyen et al. 2001; Zhang
et al. 2003; Lazzati 2005; Wang & Meszaros 2007; Burlon
et al. 2008, 2009; Lazzati et al. 2009; Vedrenne & Atteia
2009). The search is performed on the most sensitive GW
band of 16–500 Hz. Above 300 Hz, the GW energy necessary
to produce a detectable signal increases sharply as ∝f 4 (see
Figure 2 of Abbott et al. 2017a), and hence the detector
sensitivity is highly biased against high-frequency emission
scenarios.

The method used to search for generic GW transients
follows the one used in previous GRB analyses (Abadie
et al. 2012a; Aasi et al. 2014a, 2014b) and is described
in detail in Sutton et al. (2010) and Was et al. (2012). The
on-source data for each GRB are processed by the search
pipeline to generate multiple time-frequency maps of the
data stream using short Fourier transforms with duration at
all powers of two between 1 128 s and 2 s. The maps
are generated after coherently combining data from the
detectors, taking into account the antenna response and
noise level of each detector. The time-frequency maps are
scanned for clusters of pixels with energy significantly higher
than the one expected from background noise. These are
referred to as “events” and are characterized by a ranking
statistic based on energy. We also perform consistency tests
based on the signal correlations measured between the
detectors. The event with the highest ranking statistic is
taken to be the best candidate for a GW signal for that GRB;
it is referred to as the “loudest event.” The strategy to
associate a p-value with the loudest event is the same as the
one adopted by the NS binary search but with off-source
trials of 660 s~ duration.

As for the NS binary search method, the efficiency of this
search at recovering relevant GW signals is evaluated by
the addition in software of simulated signals to the data.
The simulated waveforms are chosen to cover the search
parameter space; they belong to three types of signals
that embrace different potential signal morphologies: NS
binary inspiral signals, stellar collapse (represented by
CSGs), and disk instability models (represented by ADI

Figure 2. Cumulative distribution of p-values from the analysis of 20 short-
duration GRBs for the evidence of an NS binary merger GW signal (top)
and 31 GRBs for the evidence of a GW transient associated with the
burst (bottom). The expected distribution under the no-signal hypothesis
is indicated by the dashed line, and the 2σ deviation of that distribution
is indicated by the dotted line. For GRBs with no event in the on-source,
we provide an upper bound on the p-value equal to 1 and a lower
bound determined by counting the fraction of background trials that
yield no event: this explains the feature in the top right corner of the top
panel.
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waveforms).158 In particular, the generic time-frequency
excess power method used is equally efficient for descending
(ADI) and ascending (NS binary) chirps. Because this paper
reports results for NS binaries only when these are obtained
with the dedicated, modeled search outlined in Section 4.2,
we will limit the discussion to the case of the other two signal
families.

CSG: For the standard siren CSG signals defined in
Equation (1), we assume an optimistic emission of energy
in GWs of E M c10GW

2 2= -
 . As discussed in Section 3,

this is an upper bound on the predictions: our conclusions
thus represent upper bounds, as we work under the
optimistic assumption that every GRB emits M c10 2 2-

 of
energy in GWs. Further, we construct four sets of such
waveforms with a fixed Q factor of 9 and varying center
frequency (70, 100, 150, and 300 Hz).

ADI: The extreme scenario of ADIs(van Putten 2001; van
Putten et al. 2004) provides long-lasting waveforms that
the unmodeled search has the ability to recover. We
chose the same sets of parameters used in a previous
long-transient search(Abbott et al. 2016b) to cover the
different predicted morphologies. The values of the
parameters are listed in Table 1. As in previous searches,
the clumps in the disk are assumed to be forming at
a distance of 100 km from the BH innermost stable
circular orbit(Ott & Santamaría 2013), which is the
typical distance of the transition to a neutrino
opaque disk where the accretion disk is expected to
have the largest linear density(Lee et al. 2005; Chen &
Beloborodov 2007). This constitutes a deviation from the
original model that brings the GW emission from
∼1 kHz to a few hundred Hz, where the detectors are
more sensitive, thus providing a reasonable means of
testing the ability of the search to detect signals in this

frequency band and with amplitudes comparable to the
original ADI formulation. We note that in the previous
search for long-duration signals associated with
GRBs(Aasi et al. 2013), these signals were normalized
to obtain E M c0.1GW

2=  . These waveforms are tapered
by a Tukey window with 1 s at the start and end of the
waveform to avoid artifacts from the unphysical sharp
start and end of these waveforms.

Finally, calibration errors are folded into the result by jittering the
signal amplitude and time of arrival at each detector, following a
wider Gaussian distribution of 20% in amplitude and 20 degrees in
phase, as this search used the preliminary Advanced LIGO
calibration that had greater uncertainties (Tuyenbayev et al. 2017).

5. Results

A search for GWs in coincidence with GRBs was performed
during O1. We analyzed a total of 31 GRBs using the generic

Table 2
Median 90% Confidence Level Exclusion Distances D90%

NS-BH NS-BH
Short GRBs BNS Aligned Generic

Spins Spins

D90% [Mpc] 90 150 139

CSG CSG CSG CSG
All GRBs

70 Hz 100 Hz 150 Hz 300 Hz

D90% [Mpc] 88 89 71 30

ADI ADI ADI ADI ADI
All GRBs

A B C D E

D90% [Mpc] 31 97 39 15 36

Notes. The short GRB analysis assumes an NS binary progenitor. When all
GRBs are analyzed, a circular sine-Gaussian (CSG) or an accretion disk
instability (ADI) model is used.

Figure 3. Cumulative histograms of the exclusion distances at the 90% con-
fidence level for BNS and NS-BH systems across the sample of short GRBs
(top) and for ADI-A and CSG GW transients at 150 Hz across the sample of all
GRBs analyzed with the generic transient search (bottom). Both ADI-A and
CSG at 150 Hz signals have an emission energy M c10 2 2~ -

 , but for ADI-A
the energy is spread over a ∼100 times longer duration, which explains the
difference in exclusion distances.

158 In general, the sensitivity of an excess power search compared to ideal
match filtering scales as V 0.25, where V is the time-frequency volume of the
signal(Anderson et al. 2001). In practice, the sensitivity of this search
compared to ideal match filtering is similar for CSGs, a factor of ∼2 poorer for
NS merger signals, and a factor of ∼3 poorer for ADI signals. We refer the
interested reader to Sutton et al. (2010) for further details.
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transient method and 19 GRBs, classified as short or
ambiguous, using the NS binary search method. In addition,
we used the NS binary search method to analyze
GRB150906B, which occurred prior to 2015 September 12.
The detailed list of analyzed GRBs and the search results are
provided in Table 3 in the Appendix.

Overall, the RAVEN(Urban 2016) analysis yielded no
temporal coincidences between GW candidates from low-
latency searches and GRB triggers. With the two offline
searches, we found no noteworthy individual events, nor
evidence for a collective signature of weak GW signals
associated with the GRB population. The distribution of
observed p-values is shown in Figure 2; for GRBs with no

event in the on-source, we provide an upper bound on the
p-value equal to 1 and a lower bound determined by counting
the fraction of background trials that yield no event: this
explains the feature in the top right corner of the top panel.
These p-values are combined using the weighted binomial
test(Abadie et al. 2012a) to quantitatively assess the
population consistency with the no-signal hypothesis. This
test looks at the lowest 5% of p-values weighted by the prior
probability of detection based on the GW sensitivity at the
time of and from the direction of the GRB. The NS binary
(generic transient) search method yielded a combined p-value
of 57% (75%).
Given that the analyses returned no significant event, we

place limits on GW emission based both on binary mergers
in the case of short GRBs and on generic GW transient signal
models for all 42 GRBs in our sample. For a given
signal morphology, the GW analysis efficiently recovers
signals up to a certain distance that depends on the sensitivity
of the detectors at the time and sky position of a given
GRB event. We quote a 90% confidence level lower limit on
the distance D90% to each GRB progenitor, that is,
the distance at which 90% of simulated signals are recovered
with a ranking statistic that is greater than the largest
value actually measured. The quoted exclusion distances
are marginalized over systematic errors introduced by the
mismatch of a true GW signal and the waveforms used in
the simulations, and over amplitude and phase errors from
the calibration of the detector data. The median exclusion
distances are summarized in Table 2, while the cumulative
distributions of exclusion distances for a subset of injected
signal populations are shown in Figure 3. For short
GRBs, the median exclusion distance is between 90 and
150 Mpc depending on the assumed NS binary progenitor,
whereas for all GRBs and a generic GW signal model,
the median exclusion distance is between 15 Mpc and

Figure 4. Combined exclusion distance for 20 short GRBs analyzed with
the coalescence search for both a BNS and an NS-BH progenitor (top) and for
all 31 GRBs analyzed with the generic transient search for ADI-A and standard
siren CSG GW transients at 150 Hz with an energy of E M c10GW

2 2= -


(bottom). We exclude at 90% confidence level cumulative distance distribu-
tions that pass through the region above the solid curves. For reference, the red
staircase curve shows the cumulative distribution of measured redshifts for
short GRBs (top; Leibler & Berger 2010; Fong et al. 2015; Siellez et al. 2016)
and Swift GRBs (bottom; Jakobsson et al. 2006, 2012). The dashed curves are
an extrapolation of these results to 2 years of Advanced LIGO operation at
design sensitivity.

Figure 5. Exclusion confidence level for binaries at 54 Mpc from Earth as a
function of the jet opening half-angle jetq of the binary. The simulated signals
were performed with a uniform distribution in the cosine of the inclination
angle ι, hence with a small number of cases at low ι. This causes a small
decrease in confidence for jet angles below 20° due to a larger statistical
uncertainty.
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100 Mpc. The results for the NS binary search can be
compared to the ranges reported in Tables 1 and 2 of Abbott
et al. (2016c) for the all-time, all-sky search for GWs
emitted by BNS and NS-BH systems in O1. Both searches
are most sensitive to aligned-spin NS-BH binaries and least
sensitive to BNS binaries. This hierarchy is determined
by the masses and by the degree of spin misalignment
involved in the simulated source populations: all else being
equal, GW detectors are less sensitive to lower mass systems
because these have smaller GW amplitudes, while searches
performed with aligned spin templates progressively lose
in efficiency as precession effects in the source become
more and more marked. Further, as discussed by Williamson
et al. (2014), the targeted, coherent search is sensitive
to distances that are 20%–25% greater than those achieved
by a coincident all-sky search. This explains why the
distances reported here are greater than those in Abbott
et al. (2016c). Clearly, this is a rough comparison because the
injected populations considered here and by the all-sky all-
time search are different, particularly with regards to the
choice of BH masses and to the restriction set on the
inclination angle.

By combining results from all analyzed GRBs, we place
exclusions on GRB progenitor populations. To do this,
we use a simple population model, where all GRB
progenitors have the same GW emission (standard sirens),
and perform exclusions on cumulative distance distributions.
We parameterize the distance distribution with two compo-
nents: a fraction F of GRBs distributed with a constant
comoving density rate up to a luminosity distance R, and
a fraction F1 - at effectively infinite distance. This
simple model yields a parameterization of astrophysical
GRB distance distribution models that predict a uniform
local rate density and a more complex dependence at redshift
higher than 0.1, given that the high-redshift part of
the distribution is beyond the sensitivity of current
GW detectors. The exclusion is then performed in the
(F, R) plane. (For details of this method, see Appendix B
of Abadie et al. 2012a.) The exclusion for BNS and NS-BH

sources is shown in the top panel of Figure 4. The
bottom panel instead shows the exclusion for the ADI-A
model and for GW transient signals modeled as CSGs at 150
Hz, under the optimistic assumption that the energy emitted
in GWs by every GRB is E M c10GW

2 2= -
 . For comparison,

we plot the redshift distribution of short GRBs (or for all
GRBs observed by Swift). In neither case does the exclusion
line come close to the observed population redshift,
indicating that it would have been unlikely to observe an
event in this analysis.
An extrapolation of these results to 2 years of operation at

Advanced LIGO design sensitivity, which is a factor of ∼3
better than the one obtained during O1 (Abbott et al. 2016a;
Martynov et al. 2016), is shown in Figure 4. For short GRBs,
the observations will then probe the nearby tail of the
distribution and therefore the validity of the NS binary
merger origin of short GRBs. Long GRB observations,
however, will only probe nearby faint GRB events at redshift
∼0.1, either achieving a detection from a nearby GRB or
excluding that all nearby long GRBs have a very energetic
GW emission with E M c10GW

2 2~ -
 . In this respect, under

the less optimistic assumption that E M c10GW
4 2~ -

 for all
nearby long GRBs, would shift the extrapolated CSG
exclusion region to redshifts that are an order of magnitude
lower (see, e.g., Figure 7 in Aasi et al. 2014b). These
extrapolations and conclusions are consistent with previous
extrapolations(Aasi et al. 2014b).

5.1. GRB150906B

If NGC3313 were indeed the host of an NS binary merger
progenitor of GRB150906B, Advanced LIGO should have
detected a GW signal associated with the event, given the
proximity of this galaxy located at a luminosity distance of
54 Mpc from Earth. A similar hypothesis was previously
tested with the initial LIGO detectors for GRB051103
and GRB070201, the error boxes of which overlapped the
M81/M82 group of galaxies and M31, respectively (Abbott
et al. 2008; Abadie et al. 2012b). In both cases, a binary
merger scenario was excluded with greater than 90%
confidence, and the preferred scenario is that these events
were extragalactic soft-gamma-repeater flares.
The NS binary search described in Section 4.2 found no

evidence for a GW signal produced at the time and sky position
of GRB 150906B. The most significant candidate event in the
on-source region around the time of the GRB had a p-value
of 53%.
This null-detection result allows us to compute the

frequentist confidence with which our search excludes a binary
coalescence in NGC 3313. This confidence includes both the
search efficiency at recovering signals as well as our
uncertainty in measuring such efficiency. Figure 5 shows the
exclusion confidence for BNS and NS-BH systems as a
function of the jet half-opening angle jetq , assuming a
distance159 to NGC3313 of 54 Mpc and that the NS binary
inclination angle ι between the total angular momentum axis
and the line of sight is distributed uniformly in cos i up to jetq .
If we assume an isotropic (i.e., unbeamed) γ-ray emission from

Figure 6. Exclusion confidence level for three populations of simulated binary
merger signals as a function of distance, given LIGO observations at the time
of GRB150906B.

159 To account for the detector calibration errors in the pre-O1 stage during
which GRB150906B occurred, the simulated signals added in software to the
data for this study were jittered with a Gaussian distribution of 20% in
amplitude and 20° in phase.
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GRB150906B, the possibility of a BNS coalescence progeni-
tor is excluded with 86 % confidence. Taking a fiducial jet
half-opening angle upper limit of 30◦ (or equivalently a
maximum binary inclination angle of this size), the exclusion
confidence rises to 99.7 %. NS-BH systems with isotropic
emission are excluded at 97 % confidence, which rises to

99.7 % for 30jet q .
The increase in exclusion confidence for smaller jet angles is

due to the fact that the average amplitude of the GW signal
from an NS binary coalescence is larger for systems for which
the orbital plane is viewed “face-on” (where the detector
receives the flux from both GW polarizations) than for systems
viewed “edge-on” (where the detector receives the flux from
just one GW polarization); small jet angles imply a system
closer to face-on.

To determine the distance up to which we can exclude,
with 90% confidence, a binary coalescence as the progenitor
of GRB 150906B, we assume beamed emission with a
maximum opening angle of 30° and compute the distance at
which 90% of injected BNS, generic spin NS-BH, and
aligned spin NS-BH signals are recovered louder than the
loudest on-source event. The result is shown in Figure 6.
BNS systems are excluded with 90% confidence out to a
distance of 102 Mpc, while generic and aligned spin NS-BH
systems are excluded with the same confidence at 170 Mpc
and 186 Mpc, respectively. This is consistent with theoretical
arguments based on γ-ray spectrum and fluence that place the
progenitor of GRB150906B at more than 270 Mpc (Ruffini
et al. 2015; Zhang et al. 2015), possibly in one of the several
known galaxies at around 500 Mpc within the error
region(Bilicki et al. 2013).

6. Conclusion

We have analyzed data from O1 to look for GWs coincident
with GRBs that occurred during this period, using both a
modeled search for BNS and NS-BH systems and an
unmodeled search for GW transients. No GW was detected
in coincidence with a GRB by either search. We set lower
limits on the distance for each GRB for various GW emission
models. The median of these distance limits is higher than
distance limits placed by all previous modeled and unmodeled
searches (e.g., Abadie et al. 2012a; Aasi et al. 2014b). We also
combined these lower limits into an exclusion on the GRB
redshift distribution. This exclusion is a factor of a few away
from the short and long GRB distributions measured by γ-ray
satellites.

With 2years of observation at design sensitivity, Advanced
LIGO will probe the observed redshift distribution. At that
point, either a GW detection in association with a short GRB
will take place, or the result will be in tension with the NS
binary merger progenitor scenario for short GRBs. For long
GRBs, a lack of detection would only constrain the most
extreme scenarios of GW emission from a strongly rotating
stellar core collapse.

We also analyzed data from the LIGO Hanford detector to
look for a GW signal associated with GRB 150906B. No
evidence was found for a GW signal associated with this GRB.
The sensitivity of the modeled search allows us to confidently

exclude the hypothesis that an NS binary in NGC3313 was the
progenitor of GRB 150906B. If the event indeed occurred in
NGC 3313, then it would have had to defy the setup of the
modeled search. In this case, and in light of the problematic
classification of GRB150906B discussed in Section 2, this
GRB may most probably have been due to a stellar core
collapse or a giant flare from a soft-gamma repeater.
Alternatively, GRB150906B may have simply originated
from an NS binary merger in one of the more distant galaxies
at 500Mpc, compatible with the sky location of the event.
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Table 3
Analyzed GRB Sample and Search Results

D90% (Mpc)

NS-BH GW Burst

GRB Name UTC Time R.A. Decl. Satellite(s) Type Network BNS Generic Aligned ADI CSG
Spins Spins A 150 Hz

150906B 08:42:25 10 36 57h m s 25 36-  ¢ IPN Ambiguous H1 102 170 186 L L
150912600 14:24:31 21 25 26h m s 73 16 ¢ Fermi Short H1L1 88 150 150 28 71
150912A 10:37:38 16 33 46h m s 21 02-  ¢ Fermi Long H1L1 L L L 47 113
150919A 20:43:18 08 51 50h m s 44 04 ¢ IPN Short H1 58 83 102 L L
150922883 21:11:32 18 16 34h m s 50 28-  ¢ Fermi Ambiguous H1L1 71 122 122 L L
150922A 05:37:29 19 31 50h m s 2 15-  ¢ Fermi Short H1L1 100 163 183 27 69
150923297 07:07:36 21 07 12h m s 31 49 ¢ Fermi Short H1L1 98 144 187 33 88
150923429 10:18:17 17 51 14h m s 40 40-  ¢ Fermi Short H1L1 136 213 241 41 97
150925A 04:09:28 15 10 08h m s 19 38-  ¢ Swift Long H1L1† L L L 23 50
151001348 08:20:35 16 26 57h m s 10 08-  ¢ Fermi Long H1L1† L L L 33 81
151006A 09:55:01 9 49 42h m s 70 30 ¢ Swift Long H1L1† L L L 31 64
151009949 22:47:03 14 48 00h m s 63 43 ¢ Fermi Long H1L1 L L L 42 95
151019 08:05:28 6 37 49h m s 79 08 ¢ IPN Long H1L1 L L L 15 30
151022577 13:51:02 7 21 28h m s 40 14 ¢ Fermi Short H1L1 115 179 206 47 102
151022A 14:06:32 23 16 47h m s 55 49 ¢ Swift Long H1L1† L L L 25 58
151023A 13:43:04 18 03 56h m s 8 19-  ¢ Swift Long H1L1 L L L 35 80
151024179 04:17:53 15 31 26h m s 22 57 ¢ Fermi Ambiguous H1 25 30 48 L L
151027B 22:40:40 5 04 52h m s 6 27-  ¢ Swift Long H1L1† L L L 40 102
151029A 07:49:39 2 34 08h m s 35 21-  ¢ Swift Long H1L1 L L L 16 35
151107B 20:24:52 2 05 12h m s 45 35 ¢ Fermi Long H1L1† L L L 4 9
151112A 13:44:48 0 08 12h m s 61 40-  ¢ Swift Long H1L1 L L L 37 100
151114A 09:59:50 8 03 45h m s 61 03-  ¢ Swift Ambiguous L1 42 61 75 L L
151117 01:37:03 1 44 32h m s 18 39 ¢ IPN Long H1L1 L L L 33 77
151121 06:56:27 19 35 22h m s 7 20 ¢ IPN Short H1L1 L L L 32 59
151126 04:03:03 13 05 20h m s 0 07 ¢ IPN Short H1L1 122 203 217 35 78
151127A 09:08:49 1 17 54h m s 82 46-  ¢ Swift Short H1L1 97 152 165 33 78
151130160 03:50:50 9 05 04h m s 18 49-  ¢ Fermi Long H1L1 L L L 18 62
151202565 13:33:49 21 45 58h m s 24 40-  ¢ Fermi Short H1 121 198 226 L L
151218857 20:33:31 0 37 48h m s 30 44-  ¢ Fermi Ambiguous H1L1 21 38 35 L L
151219 09:11:16 14 34 01h m s 12 57 ¢ IPN Long H1L1 L L L 24 55
151219567 13:36:22 23 24 45h m s 11 22 ¢ Fermi Long H1L1† L L L 32 71
151222A 08:10:13 23 40 43h m s 36 42 ¢ Fermi Short H1L1 59 96 104 22 38
151227A 01:44:07 13 42 00h m s 65 52 ¢ Fermi Ambiguous H1L1 57 97 108 23 56
151227B 05:13:48 19 11 33h m s 31 56 ¢ Fermi Long H1L1 L L L 22 53
151228A 03:05:12 14 16 01h m s 17 41-  ¢ Swift Short H1 122 169 200 L L
151229486 11:40:06 23 05 58h m s 6 55 ¢ Fermi Short H1 57 86 93 L L
151231A 10:37:47 4 22 31h m s 61 32-  ¢ Fermi Long H1L1† L L L 27 75
151231B 13:38:08 10 00 19h m s 28 49 ¢ Fermi Short L1 58 85 96 L L
160101A 00:43:53 14 38 36h m s 13 49-  ¢ Fermi Long H1L1 L L L 35 107
160103 17:39:04 13 14 53h m s 23 26-  ¢ IPN Long H1L1 L L L 22 42
160111115 02:45:03 20 40 57h m s 32 47-  ¢ Fermi Long H1L1 L L L 24 59
160111A 07:22:02 03 02 31h m s 28 51 ¢ IPN Short H1 91 135 151 L L

Notes. Information and limits on associated GW emission for each of the analyzed GRBs. The first six columns are as follows: the GRB name in YYMMDD format,
the trigger time, the sky position used for the GW search (R.A. and decl.), the satellite whose sky localization is used, and the GRB classification type. The seventh
column gives the GW detector network used: here H1 refers to the interferometer in Hanford, WA, and L1 to the one in Livingston, LA; a † denotes cases in which the
on-source window of the generic transient search is extended to cover the GRB duration (T 60 s90 > ). Columns 8–12 display the 90% confidence lower limits on the
exclusion distance to the GRB (D90%) for several emission scenarios: BNS, generic and aligned spin NS-BH, accretion disk instability (ADI)-A, and circular sine-
Gaussian (CSG) GW burst at 150 Hz with total radiated energy E M c10GW

2 2= -
 . When the use of only the generic transient or the NS binary search method was

possible, only a subset of exclusion distances is shown. For GRB150922883 and GRB151218857, there were not enough data from both LIGO detectors to run the
generic GW transient search, so results are reported for the NS binary coalescence search only. The short GRB151121 was localized by the IPN with an error box area
of about 106 square degrees; it was therefore not analyzed with the modeled search due to the high computational costs this would have required and the negligible
increase in sensitivity rendered by a targeted search(Aasi et al. 2014b).
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Abstract

On 2017 August 17, the gravitational-wave event GW170817 was observed by the Advanced LIGO and Virgo
detectors, and the gamma-ray burst (GRB) GRB170817A was observed independently by the Fermi Gamma-ray
Burst Monitor, and the Anti-Coincidence Shield for the Spectrometer for the International Gamma-Ray Astrophysics
Laboratory. The probability of the near-simultaneous temporal and spatial observation of GRB170817A and
GW170817 occurring by chance is 5.0 10 8´ - . We therefore confirm binary neutron star mergers as a progenitor of
short GRBs. The association of GW170817 and GRB170817A provides new insight into fundamental physics and
the origin of short GRBs. We use the observed time delay of 1.74 0.05 s+ ( ) between GRB170817A and
GW170817 to: (i) constrain the difference between the speed of gravity and the speed of light to be between

3 10 15- ´ - and 7 10 16+ ´ - times the speed of light, (ii) place new bounds on the violation of Lorentz invariance,
(iii) present a new test of the equivalence principle by constraining the Shapiro delay between gravitational and
electromagnetic radiation. We also use the time delay to constrain the size and bulk Lorentz factor of the region
emitting the gamma-rays. GRB170817A is the closest short GRB with a known distance, but is between 2 and 6
orders of magnitude less energetic than other bursts with measured redshift. A new generation of gamma-ray detectors,
and subthreshold searches in existing detectors, will be essential to detect similar short bursts at greater distances.
Finally, we predict a joint detection rate for the Fermi Gamma-ray Burst Monitor and the Advanced LIGO and Virgo
detectors of 0.1–1.4 per year during the 2018–2019 observing run and 0.3–1.7 per year at design sensitivity.

Key words: binaries: close – gamma-ray burst: general – gravitational waves

1. Introduction and Background

GW170817 and GRB170817A mark the discovery of a
binary neutron star (BNS) merger detected both as a gravitational
wave (GW; LIGO Scientific Collaboration & Virgo Collabora-
tion 2017a) and a short-duration gamma-ray burst (SGRB;
Goldstein et al. 2017; Savchenko et al. 2017b). Detecting GW
radiation from the coalescence of BNS and neutron star (NS)–
black hole (BH) binary systems has been a major goal (Abbott
et al. 2017a) of the LIGO (Aasi et al. 2015) and Virgo (Acernese
et al. 2015) experiments. This was at least partly motivated by
their promise of being the most likely sources of simultaneously
detectable GW and electromagnetic (EM) radiation from the
same source. This is important as joint detections enable a wealth
of science unavailable from either messenger alone(Abbott et al.
2017f). BNS mergers are predicted to yield signatures across the
EM spectrum(Metzger & Berger 2012; Piran et al. 2013),
including SGRBs (Blinnikov et al. 1984; Paczynski 1986; Eichler
et al. 1989; Paczynski 1991; Narayan et al. 1992), which produce
prompt emission in gamma-rays and longer-lived afterglows.

A major astrophysical implication of a joint detection of an
SGRB and of GWs from a BNS merger is the confirmation that
these binaries are indeed the progenitors of at least some SGRBs.
GRBs are classified as short or long depending on the duration of
their prompt gamma-ray emission. This cut is based on spectral
differences in gamma-rays and the bimodality of the observed

distribution of these durations (Dezalay et al. 1992; Kouveliotou
et al. 1993). This empirical division was accompanied by
hypotheses that the two classes have different progenitors. Long
GRBs have been firmly connected to the collapse of massive stars
through the detection of associated Type Ibc core-collapse
supernovae (see Galama et al. 1998, as well as Hjorth & Bloom
2012 and references therein). Prior to the results reported here,
support for the connection between SGRBs and mergers of BNSs
(or NS–BH binaries) came only from indirect observational
evidence(Nakar 2007; Berger et al. 2013; Tanvir et al. 2013;
Berger 2014), population synthesis studies (Bloom et al. 1999;
Fryer et al. 1999; Belczynski et al. 2006), and numerical
simulations (e.g., Aloy et al. 2005; Rezzolla et al. 2011; Kiuchi
et al. 2015; Baiotti & Rezzolla 2017; Kawamura et al. 2016; Ruiz
et al. 2016). The unambiguous joint detection of GW and EM
radiation from the same event confirms that BNS mergers are
progenitors of (at least some) SGRBs.
In Section 2 we describe the independent observations of

GW170817 by the LIGO–Virgo and of GRB170817A by the
Fermi Gamma-ray Burst Monitor (GBM) and by the SPectro-
meter on board INTEGRAL Anti-Coincidence Shield (SPI-
ACS). In Section 3 we establish the firm association between
GW170817 and GRB170817A. In Section 4 we explore the
constraints on fundamental physics that can be obtained from
the time separation between the GW and EM signals. In
Section 5 we explore the implications of the joint detection of
GW170817 and GRB170817A on the SGRB engine and the
NS equation of state (EOS). In Section 6 we explore the
implications of the comparative dimness of GRB170817A
relative to the known SGRB population and revise the
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expectation rates for joint BNS–SGRB detections in the light of
this discovery.

2. Observational Results

The observations of GW170817 and of GRB170817A are
described in detail in Abbott et al. (2017e), Goldstein et al.
(2017), and Savchenko et al. (2017b). Here we summarize the
observations relevant to the results presented in this Letter and
report the results of two fully coherent searches for GWs from
the sky location of GRB170817A. For convenience, all
measurements of time have been converted to their geocentric
equivalent.

2.1. LIGO–Virgo Observation of GW170817

GW170817 is a GW signal from the inspiral of two low-mass
compact objects and is the first GW observation consistent with
a BNS coalescence (Abbott et al. 2017e, 2017f). GW170817
was first observed by a low-latency search(Cannon et al. 2012;
Messick et al. 2017) on 2017 August 17 at 12:41:04 UTC as a
single-detector trigger in the LIGO-Hanford detector(Abbott
et al. 2017e; LIGO Scientific Collaboration & Virgo Collabora-
tion 2017a). The temporal proximity of GRB170817A was
immediately identified by automatic comparison of the Fermi-
GBM Gamma-ray Coordinates Network notice to the GW
trigger(Urban 2016). Rapid offline re-analysis(Usman et al.
2016; Nitz et al. 2017b) of data from the LIGO/Virgo network
confirmed the presence of a significant coincident signal in the
LIGO GW detectors with a combined signal-to-noise ratio (S/N)
of 32.4. The combination of observations from the LIGO and
Virgo detectors allowed a precise sky position localization to an
area of 28 deg2 at 90% probability shown in green in Figure 1
(Abbott et al. 2017e; LIGO Scientific Collaboration & Virgo
Collaboration 2017b). A time-frequency representation of the
LIGO data containing GW170817 is shown in the bottom panel
of Figure 2. The GPS time of the merger of GW170817 is
T 1187008882.4300

GW
0.002
0.002= -

+ s(Abbott et al. 2017e). At the
observed signal strength, the false alarm rate of the all-sky search

for compact-object mergers is less than 1 in 80,000 years
(Abbott et al. 2017e). The offline searches target binaries with
(detector frame) total mass 2– M500 . Signals are required to be
coincident in time and mass in the LIGO detectors, but Virgo
data are not used in the significance estimates of the all-sky
offline search(Abbott et al. 2017e).
We present the results of two offline targeted searches that

coherently combine the data from the LIGO and Virgo
detectors and restrict the signal offset time and sky-location
using information from the EM observation of GRB170817A.
The onset of gamma-ray emission from a BNS merger
progenitor is predicted to be within a few seconds after the
merger, given that the central engine is expected to form within
a few seconds and that the jet propagation delays are at most of
the order of the SGRB duration (see, e.g., Finn et al. 1999;
Abadie et al. 2012 and references therein). The gravitational
and EM waves are expected to travel at the same speed.
The first targeted search (Harry & Fairhurst 2011; Williamson

et al. 2014; Abbott et al. 2017b; Nitz et al. 2017a) assumes that
the source is a BNS or NS–BH binary merger and is located at
the sky-position observed for the optical counterpart to
GW170817 and GRB170817A (Coulter et al. 2017a, 2017b;
Abbott et al. 2017f) and that there is a 1, 5- +[ ] s time delay in
the arrival of gamma-rays (determined by the GBM trigger time)
compared to the binary merger time(Abbott et al. 2017b). At the
detection statistic value assigned to GW170817, this search has a
p-value of 9.4 10 4.26 s< ´ >- ( ), with this significance estimate
limited by computational resources used to estimate the noise
background. The second coherent search does not assume any
particular GW morphology or GRB model (Sutton et al. 2010;
Was et al. 2012; Abbott et al. 2017b) and uses the GBM
localization of GRB170817A to constrain the sky location of
the source. This search allows for a 60, 600- +[ ] s coincidence
between the gamma-rays and the GWs in order to include
potentially larger delays in collapsar models of long GRBs. At
the detection-statistic value observed for GW170817, this search
has a p-value of 1.3 10 4.25 s´ - ( ).

Figure 1. Final localizations. The 90% contour for the final sky-localization map from LIGO–Virgo is shown in green (LIGO Scientific Collaboration & Virgo
Collaboration 2017a, 2017b, 2017c). The 90% GBM targeted search localization is overlaid in purple (Goldstein et al. 2017). The 90% annulus determined with Fermi
and INTEGRAL timing information is shaded in gray (Svinkin et al. 2017). The zoomed inset also shows the position of the optical transient marked as a yellow star
(Abbott et al. 2017f; Coulter et al. 2017a, 2017b). The axes are R.A. and decl. in the Equatorial coordinate system.

2

The Astrophysical Journal Letters, 848:L13 (27pp), 2017 October 20 Abbott et al.



The 90% credible intervals(Veitch et al. 2015; Abbott et al.
2017e) for the component masses (in the m m1 2 convention)
are m M1.36, 2.261 Î ( ) and m M0.86, 1.362 Î ( ) , with total
mass M2.82 0.09

0.47
-
+

, when considering dimensionless spins with

magnitudes up to 0.89 (high-spin prior, hereafter). When the
dimensionless spin prior is restricted to 0.05 (low-spin prior,
hereafter), the measured component masses are m 1.36,1 Î (

M1.60 ) and m M1.17, 1.362 Î ( ) , and the total mass is

Figure 2. Joint, multi-messenger detection of GW170817 and GRB170817A. Top: the summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for
GRB170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS data. The background estimate from Goldstein et al. (2016) is overlaid in red.
Second: the same as the top panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with the energy range starting approximately at 100 keV and
with a high energy limit of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by coherently combining LIGO-Hanford and LIGO-
Livingston data. All times here are referenced to the GW170817 trigger time T0

GW.
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M2.74 0.01
0.04

-
+

. This result is consistent with the masses of all
known BNS systems (Ozel & Freire 2016; Tauris et al. 2017).
From the GW signal, the best measured combination of the
masses is the chirp mass m m m m1 2

3 5
1 2

1 5 = +( ) ( ) , which
in the detector frame is found to be M1.1977 0.0003

0.0008
-
+

.
The detection of GW170817 triggered a campaign of EM

follow-up observations which led to the identification of NGC
4993 as the host galaxy of GW170817/GRB170817A
(Coulter et al. 2017a, 2017b; Abbott et al. 2017f). We evaluate
the distance to the host galaxy from the ratio of the Hubble flow
velocity of the host 3017 166 km s 1 - (Abbott et al. 2017g)
and two current measurements of the Hubble constant (Ade
et al. 2016; Riess et al. 2016). These two distance measures are
within a combined range of 42.9 3.2( )Mpc, which is
consistent with the distance of 40 14

8
-
+ Mpc determined with

GW data alone and makes GW170817 the closest GW event
ever observed (Abbott et al. 2016a, 2016b, 2017c, 2017d,
2017e).

The GW data constrain the inclination angle JNq between the
total angular momentum of the system and the line of sight to be
anti-aligned, with cos 0.54JN q - (Abbott et al. 2017e). As the
binary system component masses are comparable, the NS spins
have little impact on the total angular momentum which is aligned
with the orbital angular momentum within a few degrees. For
discussions in this Letter we will assume that the orbital and total
angular momenta are aligned. The SGRB jet is expected to be
perpendicular to the accretion disk of the central engine if
powered by neutrino annihilation or aligned with the magnetic
pole of the rotating central object(Shibata et al. 2006), hence we
assume the SGRB jet is aligned with the system rotation axis. This
yields a jet viewing angle min , 180 56JN JN z q q=  - ( ) . As
the distance measurement is correlated with JNq , the known
distance to NGC 4993 further constrains the viewing angle to z
36 or z 28 depending on the assumed value of the Hubble
constant (Abbott et al. 2017g), with smaller values of the Hubble
constant giving smaller misalignment angles.

2.2. Fermi-GBM Observation of GRB170817A

GRB170817A was autonomously detected in-orbit by the
GBM flight software in a process known as “triggering.”
Goldstein et al. (2017) showed the signal exceeds 5σ in three
(of twelve) GBM NaI detectors. The GBM detection showed
two apparently distinct components. The triggering pulse, that
lasts about half a second and falls within the usual observer
distributions for GBM SGRBs, is shorter and spectrally harder
than the subsequent softer, weaker emission that lasts a few
seconds (Goldstein et al. 2017). Summed GBM lightcurves
from the relevant detectors in two energy ranges, selected to
show the two distinct components, are shown in the top two
panels in Figure 2. The GBM time-tagged event data is binned
to match the SPI-ACS temporal resolution (100 ms) and phase
(matching bin edges) to allow for an easier comparison
between the gamma-ray instruments.

Goldstein et al. (2017) quantify the likelihood of
GRB170817A being an SGRB based only on gamma-ray
data. This is done by comparing the measured gamma-ray
properties of GRB170817A to the known distributions of short
and long GRBs. Both the duration distribution alone and the
duration and spectral hardness distributions together show that
GRB170817A is three times more likely to be an SGRB than a
long GRB. These analyses are performed in a standard manner,
resulting in a longer duration measure than apparent from the

hard spike alone because the softer, weaker tail contributes to
the calculated duration.
The final GBM localization of GRB170817A (including

systematic error) calculated by the GBM targeted search
pipeline is shown in Figure 1. This pipeline performs a
coherent search over all GBM detectors (NaI and BGO) and
was originally developed to find gamma-ray signals below the
onboard triggering threshold around GW triggers (Blackburn
et al. 2015; Connaughton et al. 2016; Goldstein et al. 2016).
The 50% and 90% credible regions cover ∼350 deg2 and
∼1100 deg2, respectively.
Fitting the main pulse in the GBM data with a parameterized

function commonly used for GRB pulses indicates a gamma-
ray emission onset of 0.310±0.048 s before T0

GBM, where
T0

GBM is defined as the time of the GBM trigger (Goldstein
et al. 2017). Based on the position of the optical transient, the
signal arrives at Fermi 3.176 ms before it arrives at geocenter.
With this correction we find that the start of the gamma-ray
emission relative to the T0

GW is 1.74 0.05 s+ ( ) . In this Letter
all derived gamma-ray results use 68% confidence levels.
The spectral analysis using the standard GBM catalog criteria

uses data from the 256ms time interval between T 0.192 s0
GBM -

and T 0.064 s0
GBM + . A fit to the “Comptonized” function, a

power law with a high-energy exponential cutoff (see Goldstein
et al. 2017 for a detailed explanation of this function), is preferred
over both a simple power-law fit or models with more
parameters. The fit produces values of Epeak=(215±54) keV,
and a poorly constrained power-law index 0.14 0.59a =  .
The average flux for this interval in the 10–1000 keV range is
5.5 1.2 10 7 ´ -( ) erg s−1 cm−2 with a corresponding fluence
of 1.4 0.3 10 7 ´ -( ) erg cm−2. The shorter peak interval
selection from T 0.128 s0

GBM - to T 0.064 s0
GBM - fit prefers

the Comptonized function, yielding consistent parameters
E 229 78peak = ( ) keV, 0.85 1.38a =  , and peak energy
flux in the 10–1000 keV of 7.3 2.5 10 7 ´ -( ) erg s−1 cm−2.
These standard fits are used to compare GRB170817A to the rest
of the SGRBs detected by GBM and to place GRB170817A in
context with the population of SGRBs with known redshift.
More detailed analysis included spectral fits to the two

apparently distinct components. The main emission episode,
represented by the peak in Figure 2, appears as a typical
SGRB best fit by a power law with an exponential cutoff with
spectral index 0.62 0.40a = -  and E 185 62peak = ( )
keV over a time interval T 0.320 s0

GBM - to T 0.256 s0
GBM + .

The time-averaged flux is 3.1 0.7 10 7 ´ -( ) erg s−1 cm−2.
The tail emission that appears spectrally soft is best fit by
a blackbody (BB) spectrum, with temperature of
k T 10.3 1.5B = ( ) keV and a time-averaged flux of
0.53 0.10 10 7 ´ -( ) erg s−1cm−2, with selected source
interval T 0.832 s0

GBM + to T 1.984 s0
GBM + . However, this

emission is too weak and near the lower energy detection
bound of GBM to completely rule out a non-thermal
spectrum.
The temporal analysis yielded a T90, defined as the time

interval over which 90% of the burst fluence between
50–300 keV is accumulated, of 2.0 0.5( ) s starting at
T 0.192 s0

GBM - . The duration extends beyond the main
emission pulse due to the soft component. This analysis
reports a 64 ms peak photon flux of 3.7 0.9( ) photons s−1

cm−2 and occurs from T 0.0 s0
GBM + to T 0.064 s0

GBM + . The
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minimum variability timescale for GRB170817A is
0.125 0.064( ) s.
Using the soft spectral template of the GBM targeted search, a

Band function (Band et al. 1993) with a low energy power law
index of −1.9, a high energy index of −3.7, and an Epeak of
70 keV, Goldstein et al. (2017) also set 3σ flux upper limits on
precursor impulsive gamma-ray emission. The limits on precursor
activity out to T 200 s0

GBM - are (6.8–7.3)×10−7 erg s−1 cm−2

and (2.0–2.1)×10−7 erg s−1 cm−2 for signals of 0.1 s and 1.0 s
duration, respectively. The tail emission of GRB170817A is not
consistent with the general behavior of SGRBs with extended
emission (Kaneko et al. 2015). We set limits on possible extended
emission over 10 s intervals out to T 100 s0

GBM~ + is (6.4–6.6)×
10−8 erg s−1 cm−2. Additional upper limits for representative
normal and harder spectra are provided in Goldstein et al. (2017)
and are up to a factor of a few less constraining.

2.3. INTEGRAL SPI-ACS Observation of GRB170817A

The orientation of INTErnational Gamma-Ray Astrophysics
Laboratory (INTEGRAL) with respect to the LIGO–Virgo
localization of GW170817 favored the observation by SPI-
ACS and was such that the sensitivity of the Imager on Board
the INTEGRAL Satellite (IBIS) was much lower in comparison
(Savchenko et al. 2017b). For comparison of relative
sensitivities of different INTEGRAL instruments see Savchenko
et al. (2017a).

A routine follow-up search for short transients in SPI-ACS
identified a single excess at T T 1.880

ACS
0
GW= + s with

S/N=4.6 at the 0.1 s timescale. The correction to the
geocentric system assumes the location of the optical transient
and results in delay of the signal arrival to INTEGRAL of
148.96 ms. In order to compare the intensity of the event
observed by SPI-ACS to the GBM measurement, we compute
the range of fluences compatible with the SPI-ACS data in the

0.320 s, 0.256 s- +[ ] time interval centered in T0
GBM, assuming

the GBM best fit spectral model in the same interval. We derive
a fluence estimate of 1.4 0.4 10 7 ´ -( ) ergcm−2 (statistical
uncertainty only) in the 75–2000 keV energy range, consistent
with GBM.

The significance of the association between the GBM
observation of GRB170817A and the event observed by
SPI-ACS is 4.2σ. While SPI-ACS would not have alone
reported this event as a GRB, it would have reported the event
while searching around GW170817, with an independent
association significance of 3.2σ (Savchenko et al. 2017b).
SGRBs are routinely jointly detected by GBM and SPI-ACS
and the association evidence from time coincidence (quoted
above) as well as the consistency between the event fluences
and temporal properties observed by the two instruments
proves that both GBM and SPI-ACS observed the same event.
The difference between the time of arrival of the signal in the
SPI-ACS and GBM detectors can be exploited to improve the
gamma-ray localization of GRB170817A, which may be
beneficial in future joint detections.

The significant interval of the SPI-ACS lightcurve of
GRB170817A is limited to a single pulse with a duration of
100 ms (third panel in Figure 1). GBM and SPI-ACS see the
main pulse as appearing to have different durations because
they are sensitive in different energy ranges. If the GBM data
are shown in an energy range higher than the standard 50-
300 keV, the main pulse is consistent with the 100 ms interval
seen in SPI-ACS. The lightcurve observed by SPI-ACS reveals

a short rise time ( 50< ms) and a rapid drop ( 50< ms). We
therefore constrain the pulse duration in the energy range
observed by SPI-ACS (∼75–2000 keV) to less than 100 ms.

3. Unambiguous Association

The separation of GRBs into short and long classes was
suggested by their duration distributions and reinforced by
differences in the prompt gamma-ray emission of the two classes
(Dezalay et al. 1992; Kouveliotou et al. 1993). Tying the short
class to a different progenitor from the long class was
strengthened by redshift measurements of their hosts (Berger
2014). Association of SGRBs with older stellar populations than
long GRBs was supported by the types of galaxies that host
them (Fong et al. 2013); the connection to BNS mergers was
strengthened by the offsets of SGRBs afterglows from their host
galaxies (Troja et al. 2008; Church et al. 2011; Fong & Berger
2013) and by the absence of supernovae following nearby, well-
observed SGRBs (Fox et al. 2005; Hjorth et al. 2005a, 2005b;
Bloom et al. 2006; Soderberg et al. 2006; D’Avanzo et al. 2009;
Kocevski et al. 2010; Rowlinson et al. 2010; Berger et al. 2013).
We provide conclusive evidence for the BNS-SGRB connection
by quantifying the chance temporal and spatial coincidence for
GRB170817A and GW170817 arising from two independent
astrophysical events.
To quantify the temporal agreement, we consider the null

hypothesis that SGRB and GW detection events are independent
Poisson processes and determine how unlikely it is to observe an
unassociated SGRB within t 1.74 sSGRB GWD =- of the GW
signal. GWs from a BNS merger have been detected once to
date, so the p-value is P t R2temporal SGRB GW GBM SGRB= D - - ,
where RGBM SGRB- is the GBM SGRB detection rate. Using
the standard duration cut T 2 s90 < , GBM triggered on-board
in response to 351 SGRBs in 3324 days184 (the number of
days between the GBM on-board trigger activation and the
detection of GRB170817A). Further, we account for the
livetime of GBM, which is disabled 15% of the time to preserve
detector lifetime in regions of high particle activity during transit
through the South Atlantic Anomaly. Therefore, Ptemporal =
2 1.74 s 351 3324 days 0.85 5.0 10 6= ´ -( )( ) , which corre-
sponds to a 4.4s significance in Gaussian statistics.
In order to quantify the spatial agreement of the independent

GBM and LIGO–Virgo localizations, we define the statistic
P Pi

N
i i1 1 2

pix = å = , where P1 and P2 are the posterior probabil-
ities from GBM and LIGO–Virgo maps and i is the HEALPix
(Gorski et al. 2005) pixel index.  is then compared against a
background distribution generated by randomly shifting and
rotating GBM posteriors from a representative sample of 164
SGRBs localized by the targeted search. We factor in the
estimated localization systematic, and randomly shift and rotate
each map 10 times. This background method accounts for the
morphology and size distributions of GBM SGRB localiza-
tions. We find a p-value P 0.01spatial = that the two independent
localizations agree this well by chance.
The temporal and spatial p-values are independent quantities,

thus the probability that GRB170817A and GW170817 occurred
this close in time and with this level of location agreement by
chance is P Ptemporal spatial´ = 5.0 10 0.016´ ´-( ) ( ) =
5.0 10 8´ - , corresponding to a Gaussian-equivalent significance

184 https://heasarc.gsfc.nasa.gov/W3Browse/fermi/fermigbrst.html
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of 5.3s. This unambiguous association confirms that BNS
mergers are progenitors of (at least some) SGRBs.

4. Implications for Fundamental Physics

Little or no arrival delay between photons and GWs over
cosmological distances is expected as the intrinsic emission
times are similar and the propagation speeds of EM and GWs
are thought to be identical. In this Section we discuss the
implications on fundamental physics of the temporal offset of

1.74 0.05 s+ ( ) measured between GW170817 and
GRB170817A.

Standard EM theory minimally coupled to general relativity
predicts that GWs and light propagate with identical speeds.
The refractive index of vacuum is expected to be unity, and
both waves are expected to be affected by background
gravitational potentials in the same way. The arrival delay of
only a few seconds across a distance greater than one hundred
million light years places stringent constraints on deviations
from fundamental principles. We use the observed temporal
offset, the distance to the source, and the expected emission-
time difference to place constraints on the deviation of the
speed of gravity from the speed of light, and on violations of
Lorentz invariance and the equivalence principle.

4.1. Speed of Gravity

Assuming a small difference in travel time tD between
photons and GWs, and the known travel distance D, the
fractional speed difference during the trip can be written

v v v t DEM EMD » D , where v v vGW EMD = - is the differ-
ence between the speed of gravity vGW and the speed of light
vEM. This relation is less constraining for small distances, hence
we conservatively use here D 26 Mpc= , the lower bound of
the 90% credible interval on luminosity distance derived from
the GW signal (Abbott et al. 2017e). If we conservatively
assume that the peak of the GW signal and the first photons
were emitted simultaneously, attributing the entire

1.74 0.05 s+ ( ) lag to faster travel by the GW signal, this
time difference provides an upper bound on vD . To obtain a
lower bound on vD , one can assume that the two signals were
emitted at times differing by more than 1.74 0.05 s+ ( ) with
the faster EM signal making up some of the difference. As a
conservative bound relative to the few second delays discussed
in Section 2.1, we assume the SGRB signal was emitted 10 s
after the GW signal. The resulting constraint on the fractional
speed difference is

v

v
3 10 7 10 . 115

EM

16 - ´
D

+ ´- - ( )

The intergalactic medium dispersion has negligible impact on
the gamma-ray photon speed, with an expected propagation
delay many orders of magnitude smaller than our errors
on vGW.

Lags much longer than 10 s are proposed in alternative
models (e.g., Ciolfi & Siegel 2015; Rezzolla & Kumar 2015),
and emission of photons before the merger is also possible
(Tsang et al. 2012). Hence, certain exotic scenarios can extend
this time difference window to (−100 s, 1000 s), yielding a 2
orders of magnitude broadening of the allowed velocity range
on either side. While the emission times of the two messengers
are inherently model dependent, conservative assumptions
yield dramatic improvements over existing indirect (Kostelecky

& Russell 2017) and direct (Cornish et al. 2017) constraints,
which allow for time differences of more than 1000 years.
Future joint GW–GRB detection should allow disentangling
the emission time difference from the relative propagation time,
as only the latter is expected to depend on distance.

4.2. Lorentz Invariance Violation Limits

Within a comprehensive effective field theory description of
Lorentz violation (Colladay & Kostelecký 1997, 1998;
Kostelecký 2004; Tasson 2014), the relative group velocity
of GWs and EM waves, is controlled by differences in
coefficients for Lorentz violation in the gravitational sector and
the photon sector at each mass dimension d (Kostelecký &
Mewes 2016, 2009, 2008; Wei et al. 2017). We focus here on
the non-birefringent, non-dispersive limit at mass dimension
d=4, as it yields by far the most impressive results. In this
case, the difference in group velocities for the two sectors takes
the form

v Y n s c
1

2
1 . 2

ℓm
ℓ

ℓm
ℓ

ℓm I ℓm

2

1 4 4



åD = - - -+⎜ ⎟⎛
⎝

⎞
⎠( ˆ) ( ) ( )( )

( )
( )

The result is presented in a spherical harmonic, Yℓm, basis, sℓm
4( )

and c I ℓm
4

( )
( ) being spherical-basis coefficients for Lorentz violation

in the gravitational and EM sectors, respectively. The direction n̂
refers to the sky position (provided in Coulter et al. 2017a,
2017b).
For ease of comparison with the many existing sensitivities

(Shao 2014a, 2014b; Shao et al. 2017; Kostelecký & Tasson
2015; Bourgoin et al. 2016; Le Poncin-Lafitte et al. 2016;
Kostelecky & Russell 2017) to the d=4 gravity-sector
coefficients (Bailey & Kostelecký 2006; Hees et al. 2016), an
analysis in which the coefficients are constrained one at a time
is useful (Flowers et al. 2016), with all other coefficients,
including the EM sector ones, set to zero. These results are
presented in Table 1 along with the best constraints for each
coefficient prior to this work. These results can be compared
with the isotropic A, LVa Lorentz violation parametrization
(Mirshekari et al. 2012) used by Abbott et al. (2017c) in
dispersive GW tests. The 2LVa = limit of this parametrization
is equivalent to the isotropic limit of the framework discussed
above, with s A400

4 p( ) . Constraints on A for 2LVa = can
be obtained from the first line of Table 1; these cannot be
established within the analysis carried out in Abbott et al.
(2017c).

4.3. Test of the Equivalence Principle

Probing whether EM radiation and GWs are affected by
background gravitational potentials in the same way is a test of
the equivalence principle (Will 2014). One way to achieve this
is to use the Shapiro effect (Shapiro 1964), which predicts that
the propagation time of massless particles in curved spacetime,
i.e., through gravitational fields, is slightly increased with
respect to the flat spacetime case. We will consider the
following simple parametrized form of the Shapiro delay
(Krauss & Tremaine 1988; Longo 1988; Gao et al. 2015;
Kahya & Desai 2016):

rt
c

U l dl
1

, 3
r

r

S 3
e

o

òd
g

= -
+ ( ( )) ( )
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where re and ro denote emission and observation positions,
respectively, rU ( ) is the gravitational potential, and the integral
is computed along the wave path. γ parametrizes a deviation
from the Einstein–Maxwell theory, which minimally couples
classical electromagnetism to general relativity. We allow for
different values of γ for the propagation of EM and GWs ( EMg
and GWg , respectively, with 1EM GWg g= = in the Einstein–
Maxwell theory).

While obtaining the best bound on the difference between
the Shapiro time delays requires modeling the potential rU ( )
along the entire line of sight, we determine a conservative
bound on GW EMg g- by considering only the effect of the
Milky Way outside a sphere of 100 kpc, and by using a
Keplerian potential with a mass of M2.5 1011´  (the lowest
total mass within a sphere of radius 100 kpc quoted in Bland-
Hawthorn & Gerhard 2016, from Gibbons et al. 2014, taking
the 95% confidence lower bound) (Krauss & Tremaine 1988;
Longo 1988; Gao et al. 2015). Using the same time bounds as
Equation (1) we find

2.6 10 1.2 10 . 47
GW EM

6 g g- ´ - ´- - ( )

The best absolute bound on EMg is 1 2.1 2.3EMg - =  ´( )
10 5- , from the measurement of the Shapiro delay (at radio
wavelengths) with the Cassini spacecraft (Bertotti et al. 2003).

5. Astrophysical Implications

The joint GW–GRB detection provides us with unprece-
dented information about the central engine of SGRBs. The
delay between the GW and the GRB trigger times allows us to
examine some basic GRB physics. This delay could be intrinsic
to the central engine, reflecting the time elapsed from the
moment the binary components come into contact to the
formation of a remnant BH and the resulting jet. This
interpretation includes the case of a relatively long-lived
massive NS remnant, which has been suggested to survive from
seconds to minutes after merger(see Faber & Rasio 2012;
Baiotti & Rezzolla 2017 and references therein). The delay
could also be due to the propagation time of the relativistic jet,

including the time it takes for the jet to break out of the dense
gaseous environment produced by non-relativistic merger
ejecta(Nagakura et al. 2014; Moharana & Piran 2017) and/
or the emitting region to become transparent to gamma-
rays(Mészáros & Rees 2000).
We first discuss the implications that the time delay between

the GW and EM emission has on the physical properties of the
emitting region when considering the jet propagation and
transparency scenarios. Here we assume that the entire delay is
due to the expansion of the emitting region and neglect any
intrinsic delays between the moment of binary coalescence and
the launching of the resulting jet, thus placing limits on the
physical properties of the system. Then we consider the impact
of SGRB emission from an NS merger on the EOS of dense
matter.

5.1. GRB Physics

The main hard peak observed for GRB170817A lasted
roughly half a second. This peak is consistent with a single
intrinsic emission episode as it is well described by a single
pulse (Goldstein et al. 2017), showing no evidence for
significant substructure (spikes). This interpretation is consis-
tent with the SPI-ACS observation of a single peak (Savchenko
et al. 2017b). The GBM detection of GRB170817A also
shows no evidence for photons with energy >511 keV,
implying that the outflow does not require a high bulk Lorentz
factor Γ to overcome photon–photon absorption at the source.
Explanations for the extreme energetics and short timescales

observed in GRBs invoke a near instantaneous release of a
large amount of energy in a compact volume of space(Goodman
1986; Paczynski 1986). This is commonly referred to as the
fireball model, and it is the framework that we will assume for
the remainder of this section. The fireball model is largely
independent of the burst progenitor and focuses on the dynamics
of such a system after this sudden release of energy. The
resulting pair-plasma is optically thick and quickly expands
under its own pressure to produce a highly relativistic outflow
that coasts asymptotically with a constant Lorentz factor
Γ. Within the fireball, kinetic energy is imparted to particles

Table 1
Constraints on the Dimensionless Minimal Gravity Sector Coefficients

ℓ Previous Lower This Work Lower Coefficient This Work Upper Previous Upper

0 −3×10−14 −2×10−14 s00
4( ) 5×10−15 8×10−5

1 −1×10−13 −3×10−14 s10
4( ) 7×10−15 7×10−14

−8×10−14 −1×10−14 sRe 11
4- ( ) 2×10−15 8×10−14

−7×10−14 −3×10−14 sIm 11
4( ) 7×10−15 9×10−14

2 −1×10−13 −4×10−14 s20
4- ( ) 8×10−15 7×10−14

−7×10−14 −1×10−14 sRe 21
4- ( ) 2×10−15 7×10−14

−5×10−14 −4×10−14 sIm 21
4( ) 8×10−15 8×10−14

−6×10−14 −1×10−14 sRe 22
4( ) 3×10−15 8×10−14

−7×10−14 −2×10−14 sIm 22
4- ( ) 4×10−15 7×10−14

Note. Constraints on the dimensionless minimal gravity sector coefficients obtained in this work via Equations (1) and (2) appear in columns 3 and 5. The
corresponding limits that predate this work and are reported in columns 2 and 6; all pre-existing limits are taken from Kostelecký & Tasson (2015), with the exception
of the upper limit on s00

4( ) from Shao (2014a, 2014b). The isotropic upper bound in the first line shows greater than 10 orders of magnitude improvement. The gravity
sector coefficients are constrained one at a time, by setting all other coefficients, including those from the EM sector, to zero.
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entrained in the outflow, although alternative models exist in
which the energy outflow occurs mostly as Poynting flux (Usov
1992; Lyutikov & Blandford 2003). The observed gamma-ray
pulses are attributed to shocks internal to this relativistic outflow,
which convert some of their kinetic energy into the observed EM
radiation(Rees & Meszaros 1994). These shocks could produce
the predominantly non-thermal emission observed in most
GRBs, although non-shock heating models have also been
proposed(e.g., Giannios 2006). The overall multi-pulse duration
of a burst is thought to reflect the time that the inner engine was
active (e.g., producing inhomogeneities in the outflow repre-
sented as shells traveling with different bulk velocities) and the
variability of individual pulses reflects the size of the shells
producing the emission. For a top-hat jet model, Γ is assumed
constant over the jet surface and the observer never sees beyond
the beaming angle 1bq ~ G. Therefore, the values inferred from
the data are independent of the inclination angle from the total
angular momentum axis of the system, as long as the viewer is
within the opening angle of the jet.

We can examine the implications of the observed delay
between the GW and EM signals in the internal shock scenario
if we consider two shells emitted at time t 0GW = and time tGW
+ tengineD . If the Lorentz factor of the second shell, 2g , is
greater than the Lorentz factor of the first shell, 1g , the shells
will collide at time

t
t

1
, 5delay

engine

1 2
2g g

=
D

- ( )
( )

which is valid if , 11 2g g  . If the shells have comparable
masses, conservation of energy and momentum leads to a
merged shell with Lorentz factor m 1 2

1 2g g g= ( ) . The resulting
pulse profile is determined by two timescales. The rise time
(which we equate to the minimum variability timescale) can be
attributed to the light-crossing time of the individual emission
regions and is expressed as

t
R

c2
, 6rise

m
2

d
g

D » ( )

where Rd is the thickness of the emitting region. The decay
time reflects angular effects, where off-axis emission is delayed
and affected by a varying Doppler boost due to the curvature of
the relativistic shell. This timescale is essentially the difference
in light-travel time between photons emitted along the line of
sight and photons emitted at an angle θ along a shell of radius
R. This timescale may be expressed as

t
R

c

R

c

R

c
t

1 cos

2 2
,

7

decay

2

m
2 rise

q q
g

D =
- D

»
D

» > D
( ) ( )

( )

where we assume that the solid angle accessible to the observer
is limited by relativistic beaming and thus given by θ∼1/γ.
At the same time, the distance that the first shell has traveled
since ejection is R c t21 1

2
delayg» , leading to

t t
t

1
. 8decay delay 1 2
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2
g g

g g
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The conclusion is a linear correlation between the delay in the
GW and EM signals and the resulting pulse duration, modulo

the ratio of the Lorentz factors of the two colliding
shells(Fenimore et al. 1996; Kocevski et al. 2007; Krimm
et al. 2007).
The relative similarity between the gamma-ray duration T90

and the delay between the GW and the EM emission gives
t t 1decay delayD ~ , pointing to an internal shock scenario in

which the difference in the Lorentz factors of the colliding
shells, gD , is much smaller than their typical values, i.e.,
g gD  . This would imply that the jet was launched shortly

after the time of the merger and points to a relatively short
tengineD time in which the central engine was active. Such a

scenario would produce a collision that was relatively
inefficient at converting the internal energy of the shocks to
radiation, resulting in a significant isotropic equivalent kinetic
energy remaining in the merged shell(Kobayashi et al. 1997;
Krimm et al. 2007). This would lead to a very significant
energy injection into the resulting afterglow, producing late
time “refreshed shocks” (Rees & Mészáros 1998; Kumar &
Piran 2000; Ramirez-Ruiz et al. 2001), which are typically not
observed in the X-ray (and optical) lightcurves of SGRBs (e.g.,
Perley et al. 2009).
Some of these energetics constraints can be alleviated if we

exclude the soft thermal emission from the gamma-ray duration
estimate. In this case, the prompt non-thermal emission of

t 0.5 sdecayD  would be due to internal shocks and the soft
thermal emission would be attributed to a separate component.
In this case we obtain t t 0.3decay delayD  , implying 32 1g g» .
These energetics considerations may suggest that the initial hard
pulse and the subsequent thermal emission observed by GBM
may indeed be distinct components.
Within the context of the internal shock model, if we assume

the entire 1.74 0.05 s+ ( ) delay between the GW and the
EM emission is due to jet propagation time and use a Lorentz
factor of 100g < for the first shell, we can estimate an upper
limit to the radius of the relativistic outflow to be
R 5 1014~ ´ cm or ∼30 au. The minimum variability time-
scale t t 0.125 srise minD = D ~ (Goldstein et al. 2017) yields
an upper limit on the size of the emitting region of
R 4 1013d ~ ´ cm, or ∼3 au. The ratio of the two is
independent of the unknown Lorentz factor and is of
order R R 10%d ~ .
The single-pulsed nature of the gamma-ray emission, as well

as the observed t t 1decay delayD ~ , also leaves open the
possibility that the GBM signal is entirely of an external shock
origin. In this scenario, the relativistic outflow converts its
internal energy to radiation due to its interaction with an
external medium, such as the interstellar matter(Meszaros &
Rees 1992). If we associate the duration of the main pulse with
the deceleration time, i.e., the timescale over which the jet is
significantly decelerated by interstellar matter of constant
density n, in the external shock scenario (Dermer et al. 1999):

t E nm c T3 4 . 9dec k,iso
8

p
5 1 3

obspg= =[ ( )] ( )

Ek,iso is the kinetic energy of the jet calculated assuming a
gamma-ray production efficiency of 20%, m 1.67 10p

27= ´ -

kg is the proton mass, c is the speed of light, and Tobs is the
approximate duration of the main peak. We can thus estimate
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the Lorentz factor of the jet in the external shock scenario to be

E n T
310

2 10 erg 0.1 cm 0.5 s
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The deceleration radius represents the upper limit of efficient
energy extraction (even for internal shocks) and can be
expressed as

R cT
E
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Therefore, the deceleration radius and associated Lorentz factor
also serve as upper limits to the radius and Lorentz factor of the
emitting region in the internal shock scenario.

The soft thermal component observed by GBM could also be
due to the photosphere of the fireball before it becomes
optically thin to gamma-rays. In this interpretation, the delay
between the GW and the GRB trigger times may represent the
time it takes for the relativistic fireball to expand and become
optically thin to gamma-ray radiation. We can examine this
scenario by estimating the time it takes for a fireball to become
transparent to high-energy radiation in an environment similar
to that of a BNS merger.

Following Mészáros & Rees (2000, hereafter MR00), we
assume an outflow with an initial radius R GM c60 BH

2= (the
innermost stable circular orbit of a Schwarzschild BH with a mass
equal to MBH). In our case R 2.5 100

6= ´ cm, and MBH =
M2.8 . Given the GBM observations, we estimate an isotropic

equivalent energy of the soft thermal BB component to be
E 1.3 10iso,BB

46= ´ erg and peak isotropic luminosity of L iso,p =
1.6 1047´ erg s−1 (see Section 6.1). We take this luminosity as an
upper bound of the average luminosity, which may be estimated as
L E t 1.1 10iso,BB iso,BB BB

46= D = ´ erg s−1, where we have
used a duration of the soft BB component of t 1.15 sBBD = .

Using these parameters along with fiducial values (see
Appendix B for details), we estimate the photosphere radius to
be (MR00)

R
L Y

m c

L
Y

4
2.01 10 cm

10 erg s 18
. 12

T
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p
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Where L0 is the initial fireball luminosity, Y is the number of
electrons per baryon (in our caseY 1 ), 6.65 10T

25s = ´ - cm2

is the Thomson cross-section, and η is the dimensionless entropy
of the fireball, whose value is much smaller than the canonical one
in the standard fireball model (see Appendix B). We note that L0
can be much larger than L iso,BB, since the fireball must expand
and convert the remaining internal energy into kinetic energy of
the ejecta.

The laboratory frame time needed for the fireball expanding
at roughly the speed of light to reach the transparency radius is

t R cph ph ; thus,

t
L

Y672 s
10 erg s 18

. 13ph
0

50 1

3h
-

-
 ⎜ ⎟

⎛
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⎞
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⎝
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Following Bianco et al. (2001), we can set a upper bound to the
conversion from the laboratory to observer frame by assuming
the observer is viewing the fireball at most at an angle

v ccosJ = :

t
t L

Y2.1 s
10 erg s 18

. 14a
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This upper bound can account for the time delay between the
GW and the prompt radiation in the soft thermal peak.
Employing MR00’s Equation (8) we can estimate the

observer frame temperature of the expanding fireball at the
photospheric radius

T T
L
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Tph
obs can then be compared to the one obtained from

observational fits to the GBM data, which provide a BB
temperature of T 10.3BB

obs  keV. Our result underestimates the
observed BB temperature by a factor ∼4, but we are neglecting
Comptonization effects, which may slightly raise the estimated
temperature. The corresponding BB luminosity is (MR00)
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As we have mentioned above, the average luminosity of the BB
component is L 1.1 10iso,BB

46´ erg s−1, which is of the
order of Lph estimated here.
Therefore, based on the observed temperature and luminos-

ity, the delay between the GW signal and the soft BB
component can be accounted for as the time it takes the fireball
photosphere to radiate. The primary challenge of this
interpretation is in explaining the nature of the hard non-
thermal emission preceding the BB component. If both
components are the result of the same expanding fireball, the
photospheric emission is expected to occur earlier than or at the
same time as the non-thermal emission. This requirement can
be reconciled with the GBM data if the thermal component was
subdominant and indistinguishable during the initial hard non-
thermal pulse.
Alternatively, energy dissipation below the photospheric

radius could also provide an explanation for the timing of the
two pulses(Rees & Mészáros 2005). This could be achieved
through a range of possible scenarios. Energy dissipation could
occur through inelastic collisions between the decoupled
neutron and proton populations within the jet (Beloborodov
2010), for example, or through magnetic reconnection
processes (Giannios 2006). The emitted radiation would exhibit
a modified blackbody spectrum and be released at the
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photospheric radius, resulting in similar arrival times to the
thermal emission. A non-thermal pulse could also arise from a
forward shock if the deceleration radius were located below the
photosphere. Such a scenario would be possible if the density
of the external medium were sufficiently in excess of the
interstellar medium, which is a distinct possibility for such
environments(Goriely et al. 2011; Bauswein et al. 2013;
Hotokezaka et al. 2013).

The thermal component could also be the result of “cocoon”
emission from shocked material surrounding the relativistic
jet(Lazzati et al. 2017), which is expected to be softer and
fainter than the non-thermal prompt emission (Ramirez-Ruiz
et al. 2002; Pe’er et al. 2006). To examine this scenario, we
utilize the relation between the radius of the shock breakout,
duration and observed temperature proposed by Nakar & Sari
(2012):

R
t T

1.4 10
1 s 10 keV

cm. 179
2

= ´ ⎜ ⎟⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠ ( )

Using the distance measurement, the blackbody spectral fit
implies a radius of R 3 10 cmBB

8= ´ that we can use as a
proxy for the cocoon radius. This is within a factor of 4 of the
relation, in spite of the fact that it applies to spherical geometry
that is not guaranteed here, and the RBB radius derived from the
fit assumes thermal equilibrium. We thus consider this as
evidence supporting the cocoon scenario.

Finally, the delay between the GW and EM signals may also
be due in part to the time it takes for the relativistic jet to break
out of the sub-relativistic dense ejecta surrounding the
merger(Nagakura et al. 2014; Moharana & Piran 2017). We
estimate that the breakout time for typical dynamical ejecta
mass values of M0.1~  in such a merger(Hotokezaka et al.
2013) could not account for the entire observed delay.
Lowering the reference isotropic kinetic luminosity of
L 10k,iso

51= erg s−1 assumed by Moharana & Piran (2017)
could be one way to account for a larger delay. However, a
luminosity below the one assumed in the breakout scenario
substantially increases the likelihood of a “choked” jet that fails
to break out of the surrounding medium(Aloy et al. 2005).

5.2. Neutron Star EOS Constraints

The observation of an SGRB associated with the merger of
two NSs can be used to derive constraints on the EOS of NS
matter (see theoretical studies by Belczynski et al. 2008; Fryer
et al. 2015; Lawrence et al. 2015). To do this, we compare the
measurement of the binary mass from the GW signal with two
possible models of the merger remnant that powered the
SGRB: (i) the merger remnant collapsed to a rotating BH with
a surrounding disk that powered the SGRB(Shibata et al.
2006), or (ii) the merger formed a rapidly rotating, strongly
magnetized NS (millisecond magnetar) with an accretion disk
(Metzger et al. 2008).
We consider a representative sample of EOSs: SLy (Douchin

& Haensel 2001), LS220 (Lattimer & Swesty 1991), SFHo
(Steiner et al. 2013), H4 (Lackey et al. 2006), APR4 (Akmal
et al. 1998), SHT (Shen et al. 2011), and MS1 (Müller & Serot
1996). For each EOS, we compute the maximum stable
baryonic mass and gravitational mass of a non-rotating (static)
NS, denoted MB

Static and MG
Static, respectively, and the maximum

baryonic mass of a uniformly rotating NS MB
Uniform (Gourgoulhon

et al. 2001). The merger remnant can only collapse to a BH if its
baryonic mass is larger than MB

Static.
If we neglect rotational corrections, the baryonic masses mB1,

mB2 of the initial NSs are functions of their gravitational masses
m1, m2 only. In this approximation, a fixed total initial baryonic
mass, MB

Initial, corresponds to a curve in the (m m,1 2) parameter
space. In Figure 3 we show lines of MB

Static and MB
Uniform that

bound the region of the parameter space in which the total mass
of the binary is consistent with a stable non-rotating or
uniformly rotating remnant, respectively. The figure also
contains the 90% credible region of the gravitational masses
obtained with a restricted or full spin prior (Abbott et al.
2017e). We note that the latter has a broader distribution of the
component masses, such that the heavier NS can exceed MG

Static

for various EOS, which would correspond to either a
supramassive (or even hypermassive) NS, or to a light BH.
The maximum gravitational masses allowed for each EOS,
MG

Static, are shown in the figure as vertical lines.

Figure 3. Critical mass boundaries for different EOSs in comparison with the 90% credible region of the gravitational masses inferred from GW170817 (prior limits
on the spin magnitude, zc∣ ∣, given in the legend). The slanted curves in the left panel and middle panel correspond to the maximum baryonic mass allowed for a single
non-rotating NS (left) and for a uniformly rotating NS (middle). Arrows indicate for each EOS the region in the parameter space where the total initial baryonic mass
exceeds the maximum mass for a single non-rotating or uniformly rotating NS, respectively. The right panel illustrates EOS-dependent cuts on the gravitational mass
m1 of the heavier star, with arrows indicating regions in which m1 exceeds the maximum possible gravitational mass MG

Static for non-rotating NSs. In all three panels
the black solid line marks the m m1 2= boundary, and we work in the m m1 2> convention.
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Since the total baryonic mass of the system can only be
reduced (by mass ejection), the maximum baryonic mass of the
merger remnant and accretion disc is bound by MB

Initial. From
Figure 3, we can see that for the measured NS gravitational
masses with the low-spin prior, the MS1 and SHT EOS could
not form a BH since M MB

Initial
B
Static< . Assuming that the

magnitude of the spins is small, the MS1 and SHT EOS are
incompatible with BH formation. If the dimensionless spins of
the NSs are allowed to be larger than 0.05, BH formation is
only disfavored: we find that a fraction 83% (MS1) and 84%
(SHT) of the posterior distribution satisfies M MB

Initial
B
Static< .

For both spin priors, we find that the H4, LS220, SFHo, and
SLy EOS result in M MB

Initial
B
Uniform> . Even when assuming a

large ejecta mass of M0.1 , the remaining mass cannot form a
uniformly rotating NS. For those EOS, the merger either results
in prompt BH formation or in a short-lived remnant, with a
lifetime determined by the dissipation of differential rotation
and/or disk accretion.

To be compatible with scenario (ii), the lifetime of the
merger remnant would have to be sufficiently long to power the
GRB. We note that prompt BH formation is a dynamic process
accessible only to numerical relativity simulations. Although
there are parameter studies (Hotokezaka et al. 2011; Bauswein
et al. 2013), they only consider equal mass binaries.
Considering also the error margins of those studies, we
currently cannot exclude prompt collapse for the H4, LS220,
SFHo, and SLy EOS. Finally, we note that for the APR4 EOS
only the possibility of a stable remnant can be ruled out. More
generally, only EOSs with M M3.2B

Static <  are consistent with
scenario (i) when assuming the low-spin prior, or with
M M3.7B

Static <  for the wider spin prior. These bounds were
derived from the 90% credible intervals of the MB

Initial posteriors
(and these, in turn, are determined for each EOS in order to
account for binding energy variations). These upper limits are
compatible with and complement the lower bounds on MG

Static

from the observation of the most massive known pulsar, which
has a mass of M2.01 0.04 ( ) (Antoniadis et al. 2013). In

Section 6.5 we will discuss some model-dependent implica-
tions of the lack of precursor and temporally extended
gamma-ray emission from GRB170817A on the progeni-
tor NSs.

6. Gamma-ray Energetics of GRB170817A
and their Implications

Using the measured gamma-ray energy spectrum and the
distance to the host galaxy identified by the associated optical
transient, we compare the energetics of GRB170817A to those
of other SGRBs at known redshifts. Finding GRB170817A to
be subluminous, we discuss whether this dimness is an
expected observational bias for joint GW–GRB detections,
what insight it provides regarding the geometry of the gamma-
ray emitting region, what we can learn about the population of
SGRBs, update our joint detection estimates, and set limits on
gamma-ray precursor and extended emission.

6.1. Isotropic Luminosity and Energetics of GRB170817A

Using the “standard” spectral information from Goldstein
et al. (2017) and the distance to the host galaxy NGC 4993
42.9 3.2( )Mpc, we calculate the energetics of GRB170817A
using the standard formalisms (Bloom et al. 2001; Schaefer
2007). GRBs are believed to be relativistically beamed and their
emission collimated (Rhoads 1999). Isotropic energetics are
upper bounds on the true total energetics assuming the GRB is
observed within the beaming angle of the brightest part of the jet.
We estimate that the isotropic energy release in gamma-rays
E 3.1 0.7 10iso

46=  ´( ) erg, and the isotropic peak luminos-
ity, L 1.6 0.6 10iso

47=  ´( ) erg s−1, in the 1 keV–10MeV
energy band. These energetics are from the source interval—i.e.,
the selected time range the analysis is run over—determined in
the standard manner for GBM spectral catalog results, allowing
us to compare GRB170817A to other GRBs throughout this
section. The uncertainties on the inferred isotropic energetics
values here include the uncertainty on the distance to the host
galaxy. As a cross check, the isotropic luminosity is also

Figure 4. GRB170817A is a dim outlier in the distributions of Eiso and L iso, shown as a function of redshift for all GBM-detected GRBs with measured redshifts.
Redshifts are taken from GRBOX (http://www.astro.caltech.edu/grbox/grbox.php) and Fong et al. (2015). Short- and long-duration GRBs are separated by the
standard T 2 s90 = threshold. For GRBs with spectra best modeled by a power law, we take this value as an upper limit, marking them with downward pointing
arrows. The power law spectra lack a constraint on the curvature, which must exist, and therefore, will overestimate the total value in the extrapolated energy range.
The green curve demonstrates how the (approximate) GBM detection threshold varies as a function of redshift. All quantities are calculated in the standard 1 keV–
10 MeV energy band.
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estimated using a Bayesian approach proposed by Fan (2017).
Assuming a flat prior on isotropic luminosity, we obtain L iso =
1.2 100.6

0.7 47´-
+ erg s−1, which is consistent with the standard

GBM approach. This Bayesian approach can be used to combine
future joint GW-GRB observations to provide a redshift-
independent estimate of the GRB luminosity function.

The two apparent components of GRB170817A are
sufficiently different that using an average spectrum to estimate
the fluence may produce an inaccurate total luminosity.
Therefore, we also estimate Eiso using the “detailed” fits
described in Goldstein et al. (2017). Separating the hard peak
best fit by a Comptonized function (a power law with an
exponential cutoff) and the softer tail best fit by a BB spectrum,
we estimate E 4.0 1.0 10iso,comp

46=  ´( ) erg, and Eiso,BB =
1.3 0.3 1046 ´( ) erg, for a total of E 5.3iso = (

1.0 1046´) erg.
Compared to the distribution of GBM detected GRBs with

measured redshift shown in Figure 4, GRB170817A is 2 orders
of magnitude closer and 2 to 6 orders of magnitude less energetic
than other SGRBs. In particular, GRB 150101B was previously
the weakest SGRB with a firm redshift association (z 0.134;=
Fong et al. 2016), and its energetics (as measured by GBM)
E 2.3 10iso

49= ´ erg, and L 7.5 10iso
49= ´ erg s−1 are 2–3

orders of magnitude higher. As this was the previous dimmest
burst, the minimum luminosity cut of 5 1049´ erg s−1 used in
Wanderman & Piran (2015) to fit a rate and an L iso distribution to
existing observations appeared reasonable; however, with
GRB170817A, the lower bound on the isotropic energetics
distributions needs to be revised, as discussed in Section 6.4.

6.2. Implications of the Dimness on the Central Engine

The broad observed brightness distribution likely arises from
a mixture of an intrinsic brightness distribution and geometric
effects, which include the inclination angle of the system to
Earth, the structure and width of the collimated jet itself, and
the relativistic beaming angle bq . We consider several
possibilities to explain why GRB170817A is extremely dim
(Figure 5): (i) we viewed it from beyond the half-jet opening
angle jq for a standard top-hat model, (ii) the structure of the jet
is more complicated than a simple top-hat model, (iii) the
observed emission for GRB170817A originates from a

different mechanism than for most SGRBs, or (iv) it is due
solely to the intrinsic luminosity distribution and not the
geometry of the system.
Scenario (i). Uniform top-hat jets (constant emissivity and

Lorentz factor, Γ, within the jet aperture) with a sharp edge
have been widely used to explain GRB properties, including jet
breaks (Rhoads 1999). The top-hat jet is the simplest possible
model for calculating off-axis parameters as it captures the
basic physics of the system, but it is unable to account for
smooth profiles in the Lorentz factor and the emissivity. Here
the observed energetics are significantly lower than they would
be if we were within jq .
In the top-hat scenario, off-axis values of physical quantities

can be related to the on-axis values through the angle
dependence of the relativistic Doppler factor:

1 cos 2 1 , 18D
1 2 2d q b q q= G - » G + G-( ) [ ( )] ( ) ( )

where θ is the angle between the velocity vector v and the line
of sight, and v cb = . The relation for duration and peak
energy is linear with Dd (see, e.g., Granot et al. 2002):
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whereas E off axis,isog ( ‐ ) scales approximately b 2µ - for a
viewing angle ζ between jq and 2 jq . The duration in the on-
axis scenario may be longer than inferred from the above
equation, as the variable gamma-ray flux can be discerned
above detector noise for a longer fraction of the total activity
compared to emission viewed off-axis.
We use the observed quantities for GRB170817A,

E 200 keVp » , E 5.3 10,iso
46= ´g erg, and T 2 s90 » , as

values observed off-axis. If we assume that the on-axis values
for GRB170817A are consistent with typical values
observed for SGRBs, we obtain E b6 30p = ( ) MeV,
E b5 10 30,iso

49 2= ´g ( ) erg, and T b7 10 3090
2 1= ´ - -( ) s.

In particular using a fiducial range on E on axis,iso -g ( )
corresponding to the two orders of magnitude spread shown in

Figure 5. Three potential jet viewing geometries and jet profiles that could explain the observed properties of GRB170817A, as described by scenarios (i)–(iii) in
Section 6.2.
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Figure 4 we obtain b 302
j

2z q» G - »( ) within a factor 3,
which is a constraint on the values of Γ, ζ and jq .

If we assume a viewing angle of 30z =  and 300G = the
uncertainty on b yields 1 0.5jz q-  deg, a solid angle
covering only 1% of a full sphere. Hence this configuration
would require a fine tuning of the line of sight. However, if
we assume 30G = then the uncertainty on b yields

10 4jz q-  deg, a solid angle that covers 10% of a full
sphere, which is plausible without too much fine tuning. This
argument only weakly depends on the particular value ζ, and
illustrates that for large Γ a top-hat jet scenario is disfavored
due to the sharp emission fall-off at the edges.

Scenario (ii). A more complex geometry involves a
structured jet (Rossi et al. 2002, or Granot 2007 and references
therein) which provides a wider range of angles from which the
observer could still detect emission, and therefore does not
require a fine-tuned viewing angle. Structured jet emission
profiles include a uniform ultra-relativistic core surrounded by
a power-law decaying wing where the energy and Lorentz
factor depend on the distance from the jet axis (Pescalli et al.
2015), a Gaussian with a smooth edge and falloff outside the
core (Zhang & Mészáros 2002; Kumar & Granot 2003), and a
two-component jet with an ultra-relativistic narrow core and
slightly slower outer jet (Frail et al. 2000; Berger et al. 2003;
Racusin et al. 2008; Filgas et al. 2011), among other
possibilities.

Structured jets can naturally explain the broad observed
energetics distribution. Because SGRBs involve relativistic
velocities, radiation is strongly beamed into angle bq . If the
observed brightness depends on viewing geometry, i.e., is not
uniform across the angle jq , then the part of the beam that we
observe may be off-axis to the brightest part of the jet but we
may still be within bq of some dimmer part of the emitting
region, though in this case we would expect the Γ factor to vary
as well.

Scenario (iii). Given the closeness of this burst it is possible
that the observed emission is due to a different mechanism
from other SGRBs, one that is intrinsically dim and thus
undetectable at usual SGRB distances. We believe this
explanation to be unlikely as the main emission episode of
GRB170817A is a typical SGRB (as measured by the
observed gamma-ray properties). It is possible that the soft
tail emission arises from a distinct mechanism. One explanation
is “cocoon” emission from the relativistic jet shocking its
surrounding non-relativistic material (Lazzati et al. 2017). We
showed that “cocoon” emission could explain the thermal tail
in Section 5.1. A possible full model for GRB170817A is off-
axis emission from a top-hat jet providing the main emission
episode, with “cocoon” emission arising from the jet’s
interaction with the surrounding torus that powers the main
jet. The softer emission is near the detection limits of GBM and
would not be detected to much greater distances, suggesting it
may be a common property of SGRBs that is otherwise missed.

Scenario (iv). If GRB170817A is viewed within both the
collimated jet and the beaming angle, and the emission is
constant across the traditional top-hat jet, then GRB170817A
is intrinsically much dimmer by orders of magnitude compared
to other observed GRBs. This would mean that top-hat jets
have an intrinsic distribution covering 6 orders of magnitude,
which is difficult to envision given the limited mass ranges in
the merger of two NSs (although see Metzger & Berger (2012)

and references therein). A broader intrinsic luminosity
distribution might be accommodated if we assume that at least
some SGRBs arise from the merging of an NS with a BH. It is
possible, for example, that the brightest events may arise from
NS–BH mergers with optimal mass ratio and spin parameters.
Another possibility is that this broad luminosity range could
arise from other properties of the system, such as the magnetic
field strength of the progenitors or the intrinsic jet-opening
angle distribution.
Observations of GW170817/GRB170817A at other wave-

lengths (which are not explored in this Letter) will be necessary
for a full understanding of this event. For example, evidence for
X-ray emission that only arises at late times may provide
evidence for this event occurring off-axis (see, e.g., Mészáros
et al. 1998; Granot et al. 2002; Yamazaki et al. 2002).
However, future joint detections of GW-GRB events can also
provide a fuller understanding of the intrinsic energetics
distributions and the effect geometry has on our observed
brightness. Here the inclination constraint is not particularly
informative as the inclination angle constraint, 36z , is
comparable to the highest lower limit for a half-jet opening
angle, 25jq > deg (Fong et al. 2015). If this is truly off-axis
from a top-hat jet then it is unlikely to be a common
occurrence. Only joint GW–EM detections will reveal if the
intrinsic brightness varies according to the type of progenitor.
The updated expected joint detection rates in Section 6.4

suggest inferences on populations of joint detections may be
possible sooner than previously thought.

6.3. Observational Bias Against Low-luminosity GRBs

The fact that GRB170817A is orders of magnitude dimmer
than the population of SGRBs with known redshifts raises the
questions: (i) is it unexpectedly dim, and (ii) is there a
population of SGRBs with comparable luminosities (and
distances) that we are not detecting? We explore here whether
the gap in luminosity compared to more luminous SGRBs is a
result of the instrumental sensitivity for the detection of either
the prompt or the afterglow emission of SGRBs, or whether our
problem lies in the association of SGRBs to their host galaxies
and thus redshift.
Burns et al. (2016) examine the observed relationship

between redshift and gamma-ray fluence for SGRBs with
known redshift and find no strong correlation. SGRBs that
appear extremely bright are likely to be nearby because their
inferred luminosities would otherwise be unrealistic, but
SGRBs near the detection threshold of (current) GRB detectors
are as likely to be nearby as far away. The intrinsically dim part
of the SGRB luminosity distribution is detectable only at short
distances.
GRB170817A is our only clear case of a subluminous

SGRB with known distance, so we investigate the maximum
distance at which it could have triggered GBM. Assuming the
event occurred at the same time and viewing geometry with
respect to Fermi, with comparable detector background rates,
we find that GRB170817A could have been ∼30% dimmer
before falling below the on-board triggering threshold (Goldstein
et al. 2017), corresponding to a maximum detection distance of
about 50Mpc. An approximate measure of the detectability
distance given optimal detection conditions (e.g., low back-
ground, good geometry) suggests the maximum distance we
could have detected this burst is about 80Mpc—closer than any
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other SGRB with a firmly determined redshift. While the GW
horizon has been considered the limiting factor for joint
detections with EM signals, this joint detection shows that we
now must also account for an SGRB detection horizon given the
sensitivity of the current gamma-ray observatories.

In addition to limited gamma-ray detector sensitivity,
determining the redshift from EM observations alone is more
difficult for SGRBs than for long GRBs. The fraction of
SGRBs with detected X-ray afterglows for Swift BAT detected
bursts is ∼75% (Fong et al. 2015), compared to over 90% for
long GRBs.185 It is possible that SGRBs with subluminous
prompt gamma-ray emission also have correspondingly weaker
X-ray afterglows, and these could account for a large fraction
of the quarter of SGRBs without X-ray detections. Even when
the X-ray afterglows are detected, they are fainter and thus fade
below detectability threshold faster than the afterglows of long
GRBs, making direct measurement of the redshift from the
afterglow exceedingly rare (Fong et al. 2015). For SGRBs, the
redshift is instead usually determined from the host galaxy.
This requires first that the afterglow be tied to a particular host
galaxy, which can be difficult because the SGRB progenitors
sometimes lie outside their putative hosts, owing to the natal
kicks induced by the supernovae that produced the compact
objects in the progenitor system (Wong et al. 2010). A well-
localized (∼few arcseconds) SGRB afterglow is associated
with a galaxy within a small angular distance on the sky, using
probabilistic arguments about chance alignment, and then the
redshift of the host galaxy is measured.

Appendix B lists all SGRBs with possible redshifts. Most of
the list was compiled by combining three relatively complete
and recent literature samples (Fong et al. 2015; Lien et al.
2016; Siellez et al. 2016). Nearly all of these were detected by
Swift BAT. It has been suggested that the BAT SGRB
distribution is contaminated by the short tail of the long GRB
distribution (Bromberg et al. 2013). Burns et al. (2016) find that
the BAT sample is not significantly more contaminated than
the GBM sample and the redshift distribution based on Swift
BAT SGRBs is therefore a valid proxy for the redshift
distribution of GBM SGRBs in the following discussion.

Berger (2010) discuss “hostless” SGRBs, which are well-
localized SGRBs that have no obvious associated host galaxy
despite deep observational limits. They suggested the hosts
could be nearby galaxies at larger angular offset to the
afterglow than others farther away, but also put forward the
possibility of more distant, undetected hosts. Tunnicliffe et al.
(2014) show that hostless SGRBs have an excess of nearby
galaxies within a few arcminutes, relative to long GRBs or
random positions, suggesting that at least some of these
hostless SGRBs have nearby hosts. Therefore, the traditional
assignment of probability of an SGRB to a host galaxy based
solely on angular offset from a well-localized afterglow may
exclude real associations with larger offsets, which are more
likely to be measured for nearby events.

Tunnicliffe et al. (2014) also includes the closest potential
host for an SGRB prior to GRB170817A, with 81Mpc for
GRB 111020A. If real, this association implies an extremely
low Eiso of 1046~ erg, similar to GRB170817A. In light of the
secure association of GRB170817A with GW170817, a
subenergetic Eiso may no longer be a reason to doubt
subluminous nearby SGRB host associations, and may suggest

a reconsideration of very nearby host galaxies with large
projected angular offsets for hostless SGRBs. We include these
putative host associations in Table 2. Also included are SGRBs
with extended emission and bursts that have durations
exceeding the standard T90 cut but are believed to be short
based on other evidence such as spectral hardness. Asterisks
indicate bursts, where the Swift BAT T 2 s90 < , that have
localizations of a few arcseconds or better (as larger
localizations increase the chance of false associations due to
chance alignment), and for which the angular offset of the
afterglow from the host fulfills standard association criteria. For
further analysis this restricted sample is our “gold sample,” and
the full sample the “total sample.”
One outstanding question is why we have not detected other

SGRBs as close as GRB170817A. We have established that
bursts as dim as GRB170817A will not be detected by current
gamma-ray instruments if they lie much farther away than
GRB170817A. This raises questions about GRBs with
luminosities between GRB170817A and the rest of the GRBs
with known luminosities. Some of these are surely being
detected, albeit with unassigned redshifts and thus luminosities.
While there are only ∼40 SGRBs with possible redshifts,
several hundreds have been detected without an assigned
redshift. Nearby, subluminous SGRBs surely lie among them.
There is a lower priority for following-up weak SGRBs, so if
nearby events are systematically detected as weak bursts they
may not have the required follow-up observations at lower
wavelengths to determine the distance to the burst. It could also
be that these weak bursts also have lower brightness at lower
wavelengths, making them harder to detect even with follow-
up observations. Lastly, we could be detecting these bursts in
gamma-rays and X-rays, but failing to properly associate them
with their hosts as discussed above.
GRB170817A is unique in that its distance was first

measured by GWs, which are currently detectable out to
limited distances (roughly 100Mpc) compared to other SGRBs
with known redshifts (see Table 2). This is analogous to the
first association of long GRBs with supernovae. Long GRBs
have redshifts systematically higher than SGRBs (Coward et al.
2013). The long burst GRB 980425 is the closest GRB to date
with a measured distance (and the only GRB of any class closer
than GRB170817A), and it was the first long GRB associated
with a supernovae. GRB 980425 was 4 orders of magnitude
less energetic than other GRBs detected at that time (Galama
et al. 1998). Because supernovae are less luminous than long
GRBs, the long GRBs that are associated with supernovae are
systematically closer than the average population. Because of
the Malmquist bias, a bias toward detecting intrinsically bright
objects (Malmquist 1922), we only see dim long GRBs when
they are nearby. This explains the subluminous nature of GRB
980425, and this observational peculiarity has been confirmed
by other subluminous long GRB-SN detections, including
GRB 031203/SN2003lw (Malesani et al. 2004), GRB 060218/
SN2006aj (Modjaz et al. 2006), and GRB 100316D/SN2010bh
(Cano et al. 2011), quantified as a population in Howell &
Coward (2012). The history of GRB 980425, the other nearby
subluminous long GRBs associated with supernova, and the
lack of correlation between SGRB gamma-ray fluence and
redshift noted by Burns et al. (2016) motivates the further
development of subthreshold searches for counterparts to GW
events and for subthreshold SGRBs in general. While
GRB170817A occurred nearby, and its favorable geometry185 https://swift.gsfc.nasa.gov/archive/grb_table/
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to Fermi resulted in an on-board trigger, we anticipate that
these untriggered searches of GBM and other gamma-ray data
will uncover future counterparts to this GW-selected SGRB
population.

Suggestions of nearby subluminous SGRB populations
existed prior to this discovery (Tanvir et al. 2005; Siellez
et al. 2016). Tanvir et al. (2005) find a statistically significant
correlation between a large sample of coarsely localized
SGRBs detected by the Burst And Transient Source Experi-
ment (BATSE) and a sample of nearby galaxies. Without
associating individual SGRBs with a potential host, they
conclude that ∼10% of the SGRB sample could be part of a
nearby subluminous population. Siellez et al. (2016) infer the
presence of a nearby subluminous SGRB population through a
study of SGRBs with known redshift in the context of BNS and
NS–BH population evolution. They find an excess of actual
nearby low-luminosity SGRBs using the results from their
simulations, covering a broad range of assumed lifetimes for
the binary system prior to merger.

Giant flares from the highly magnetized NSs known as
magnetars can be detected outside our galaxy, with the sole
extragalactic example tied to its host coming from SGR 0525-
66, in the Large Magellanic Cloud (Evans et al. 1980). A giant
flare from the galactic magnetar SGR 1806-20 showed a
gamma-ray spectrum measured by the Konus–Wind instrument
that was well-fit by a blackbody with temperature ∼175 keV
(Hurley et al. 2005), harder than a regular magnetar burst. This
hard spectrum led to the idea that giant flares from magnetars in
nearby galaxies might be a sub-population hiding among the
general SGRB population (Hurley et al. 2005). Tanvir et al.
(2005) found a stronger correlation of BATSE SGRBs with
early-type than late-type galaxies, which is not expected if
nearby SGRBs arise from giant magnetar flares in nearby
galaxies, but is consistent with a BNS origin. GRB170817A is
clearly associated with a BNS merger, but even without the
connection to GW170817, the spectrum of GRB170817A in
the GBM data strongly disfavored the BB fit expected for a
giant magnetar flare. Another possible signature of a giant
magnetar flare is the ringing in its tail at the NS period of a few
seconds, which could be detected by GBM or by SPI-ACS for
flares outside our galaxy providing it was close enough. A
search for periodic or quasi-periodic emission in the GBM data
for GRB170817A (Goldstein et al. 2017) found no periodic
modulation, providing another discriminant between SGRBs
and nearby extragalactic giant magnetar flares that might be
masquerading as SGRBs.

6.4. Predicted Detection Rates

The intrinsic specific volumetric SGRB rate is often quoted
to be around 10 Gpc yr3 1- - (see, e.g., Guetta & Piran 2006;
Coward et al. 2012; Fong et al. 2015; with the value originating
from Nakar et al. 2006, who noted that the true rate could be
much higher). However, unlike GW signals, SGRBs do not
have a clear relationship between the observed distance and
brightness. As discussed in the previous section, this can be due
to intrinsic variations in SGRB luminosities, as well as
structure in the jet. In this Section, we investigate the former
scenario presenting the implications of GW170817/
GRB170817A for future GW and SGRB observations in
terms of a simple standard model for the SGRB luminosity
distribution. Similar interpretations for other, perhaps more
elaborate, models are straightforward.

We model the SGRB luminosity function as a broken power
law, with a logarithmic distribution186
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where L iso is the peak isotropic luminosity (in the source frame)
between 1 keV and 10MeV, and La and Lb give the power law
decay below and above the break at Lå.

187 Here, we follow
Wanderman & Piran (2015) in using L 2 1052

 ´ erg s−1,
1La  , and 2Lb  . The other important parameter is the

minimum SGRB luminosity, which determines the lower cutoff
of the luminosity distribution. This is poorly constrained as
only nearby low luminosity SGRBs are observable. In
Wanderman & Piran (2015) the minimum luminosity is taken
to be L 5 10min

49= ´ erg s−1, while other studies use values
ranging from1 1049´ erg s−1 to few 1050´ erg s−1 (Regimbau
et al. 2015). We assume a threshold value for detectability in
GBM of 2 photons cm−2 s−1 for the 64ms peak photon flux in
the 50–300 keV band, which is higher than the minimum
detectability value to account for the sky-dependent sensitivity of
GBM. Furthermore, we model the SGRB spectrum using the
Band function with parameters taken from Wanderman & Piran
(2015) (namely, E 800peak = keV, 0.5Banda = - , and Bandb =

2.25- ). This spectrum is significantly harder than the one
observed for GRB170817A. The cumulative observed rate
predicted for GBM by this base model is shown as a function of
redshift in Figure 6 by the purple solid curve.
As discussed in Section 6.1, the inferred L iso is 1.6 0.6 ´( )

1047 erg s−1, which is significantly lower than any previously
detected SGRB, and thus is in tension with this model. In
particular, we must extend the lower limit of the luminosity down
by a factor of at least 500. At present, there is rather little
information available about the low luminosity distribution due to
the observational biases discussed in Section 6.3 and, conse-
quently, there is a significant degeneracy between the minimum
SGRB luminosity and the rate (Wanderman & Piran 2015). Let us
consider the most straightforward extension of the above model
and set L 1 10min

47= ´ erg s−1 while maintaining 1La = . In
order to retain the same prediction for high-luminosity SGRBs,
this requires a 500-fold increase in the number of SGRBs, with the
majority emitting at low luminosity. The cumulative observed rate
predicted for GBM by this simple extension is shown as a function
of redshift in Figure 6 by the red solid curve, and is comparable to
the measured BNS merger rate shown in black. This simple
extension would imply SGRBs are not beamed and that essentially
all BNS mergers are accompanied by at least a sublumi-
nous SGRB.
Therefore, to reduce this tension and explore other possible

extensions, we introduce an additional power law break below

186 To get the linear distribution of luminosities, both La and Lb must be
increased by 1.
187 Other studies use a smaller energy band when defining the luminosity, and
this has an impact on the value of Lå, although not on the slopes of the power
law components.
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and consider three values 1, 0.5, 0Lg = { } for the power law
index below this second break. We normalize these three cases
to 40 triggered SGRBs per year for GBM, and the 1Lg = case
corresponds to the simple extension discussed above. For
reference, Figure 6 shows the local SGRB occurrence rate for
L 1 10min

47= ´ erg s−1 and 1, 0.5, 0Lg = { } indicated by the
red, blue, and green dotted curves, respectively, and the BNS
merger rate 1540 Gpc yr1220

3200 3 1
-
+ - - determined with the detection

of GW170817 (gray band, with the mean in black; Abbott et al.
2017e). The 1Lg = case produces the largest number of
subluminous SGRBs, and leads to a sharp departure at redshift
∼0.005 from volumetric detection to detection limited by the
GBM sensitivity. For 0Lg = the transition is smoother as there
is only a small number of subluminous SGRBs, and the
observed rate departs gradually from the occurrence rate.

When we include the luminosity of GRB170817A by
setting L 1 10min

47= ´ erg s−1 and 1Lg = , the expected

detection rate at a redshift of z 0.1» is around a factor of 2
higher than for the Wanderman & Piran (2015) model. At a
redshift of z 0.01» , which is close to the observed redshift for
GRB170817A, rather than expecting to observe 1 event per
650 years with GBM, this is increased to 1 per year. The
expected detection rate at a this redshift for the 0.5Lg = and

0Lg = extensions is of roughly 1 observed event per 10 and 65
years, respectively. The expectations we obtain for GBM are
consistent with the distribution of SGRBs with known redshifts
reported in Table 2, in Appendix B.
Using the BNS merger volumetric rate estimated from

GW170817 as a new input to the detection rate calculation
presented in Abbott et al. (2017a), the LIGO–Virgo detection
rate is narrowed down from 0.04–100 to ∼1–50 BNS
coalescences during the 2018–19 observing run, with the
remaining uncertainty arising in part from the not-yet-known
detector sensitivities during that run. At design sensitivity, the
LIGO and Virgo detectors can expect to detect ∼6–120 BNS
coalescences per year, as opposed to the previously estimated
0.1–200 BNS coalescences per year. Inclusion of any
additional BNS detections in the meantime will allow this
prediction to be further sharpened.
Independently, we use the GBM detection rate as a function

of redshift to predict joint GW–GRB BNS detection rates
(Clark et al. 2015). Both the rates and their relative
uncertainties are significantly reduced, compared to the GW-
only detection rate estimates above, since the majority of
distant mergers will be undetectable by GBM and the GBM

Figure 6. Predicted detection rates per year as a function of redshift. The red, blue, and green solid lines refer to the GBM observed SGRB rate assuming a minimum
luminosity Lmin of1 1047´ erg s−1, and 1La = , 2Lb = and 1, 0.5, 0Lg = { } in Equation (21), respectively. The purple solid line refers to the base model with Lmin

of 5 1049´ erg s−1. The four curves are normalized by imposing 40 triggered SGRB per year. As Lg increases, the observed rate is no longer volumetric at lower and
lower redshifts, because a fraction of SGRBs becomes too dim to be detected. For reference, the red, blue and green dot-dashed curves show the local SGRB
occurrence rate for L 1 10min

47= ´ erg s−1 and 1, 0.5, 0Lg = { }, respectively. The black line and gray band show the BNS merger rate 1540 Gpc yr1220
3200 3 1

-
+ - -

determined with the detection of GW170817 (Abbott et al. 2017e). For comparison, the measured SGRBs redshift distribution from Table 2 is shown in cyan, and is
broadly compatible with all of the models. The dotted vertical cyan line refers to the redshift of GRB170817A host galaxy.
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SGRB detection rate is well measured. The degree to which
GBM-selected SGRBs are preferentially on-axis is unclear.
When estimating the joint detection rate we include both no
selection and a pure on-axis selection hypothesis, the latter
implying a larger detection probability by the LIGO and Virgo
detectors. During the 2018–19 observing run, we expect
0.1–1.4 joint detections per year for the GW interferometer
network and GBM triggered SGRBs, with the high end of the
interval corresponding to the 1La = , L 1 10min

47= ´ erg s−1

extension of the luminosity function. At design sensitivity, the
expected joint detection rate increases to 0.3–1.7 per year.

Future joint GW-SGRB observations will provide significant
new insights into low-luminosity SGRBs. In particular, both
joint observations and lower limits on distances to SGRBs not
observed in GWs (e.g., GRB 150906B in Abbott et al. 2017b)
will constrain the rate of nearby GRBs. Future GW observa-
tions of BNS mergers will reduce the uncertainty in the rate of
such events, while observation of GW signals with no SGRB
counterpart will limit the SGRB beaming angles. Finally, sub-
threshold searches in GRB data around the time of GW events
could significantly increase the number of joint observations.

6.5. Limits on Precursor and Extended Emission

At gamma-ray energies, SGRBs are characterized by a
prompt emission episode lasting at most ∼2 s. Observational
evidence for precursor flares associated with SGRBs (Troja
et al. 2010; Burns 2017; Minaev & Pozanenko 2017) and
temporally extended emission (Lazzati et al. 2001; Connaugh-
ton 2002) is so far inconclusive. Given the small distance to the
source, the absence of such emission from GRB170817A
provides an important data point and may constrain models that
predict it. The flux upper limits set in Section 2.2 correspond to
an intrinsic upper limit of 2.4 1047~ ´ erg s−1 for precursor
emission on the 0.1 s timescale, 7.0 1046~ ´ erg s−1 for precursor
emission on the 1.0 s timescale, and 2.2 1046~ ´ erg s−1 for
extended emission on the 10 s timescale.

Magnetospheric interactions in NS binaries have been
proposed as a source of nearly isotropic emission preceding
the merger (e.g., Hansen & Lyutikov 2001; Metzger &
Zivancev 2016). In the context of such models, the non-
detection of precursors associated with GW170817 suggests
the absence of strong magnetic fields in the last ∼200 s before
merger. Hansen & Lyutikov (2001), for instance, predict a
luminosity that depends on the magnetic field B as
L B a7.4 10 10 G 10 cm erg s45 15 2 7 7 1´ - - ( ) ( ) . We can
combine this estimate with the least-constraining GBM
intrinsic upper limit above and assume a final separation
a 3 10 cm6= ´ before disruption. The resulting limit is
B 8 1013< ´ G, which is weaker than the magnetic fields of
most known magnetars (Olausen & Kaspi 2014). However,
the GBM upper limit still lies within the luminosity range of
other similar models (Metzger & Zivancev 2016).

Resonant shattering of the NS crust has also been proposed
as a source of emission prior to merger, with a maximum time
delay of tens of seconds and nearly isotropic angular
distribution (Tsang et al. 2012). The luminosity of such
precursor emission depends on the crust breaking strain b and
the emission timescale tD as L t7 1048

b
2´ D erg, from

which we can derive t10 1 sb
2 2  D- ( ). Assuming this

mechanism took place in GW170817, and taking 0.1b =

(Horowitz & Kadau 2009), the emission either lasted more than
a few seconds or happened below the GBM energy range, i.e.,
∼10 keV. There might also be a dependence of the luminosity
on the details of the NS EOS, although that is yet to be
investigated in detail. Similarly to magnetospheric interaction,
however, resonant shattering emission ultimately requires a
sufficiently large magnetic field and a simple explanation for
the absence of a signal is again the lack of intense magnetic
fields prior to merger.
GBM and SPI-ACS observed no temporally extended

gamma-ray emission for GRB170817A. Such emission
would be a signature of a long-lived NS remnant powering
the SGRB and our flux limits may suggest instead that the
remnant is a BH. Metzger et al. (2008) invoke a long-lived
millisecond magnetar to explain SGRBs with extended
gamma-ray emission (Norris & Bonnell 2006), and milli-
second magnetars have also been suggested as possible causes
for the plateaus seen in X-ray afterglows of some SGRBs
(Rowlinson et al. 2013). The earliest X-ray observation was
only performed 50 ks after GRB170817A (Evans et al. 2017)
and hence limits are only set after this time. Future
observations may further constrain this scenario, e.g., radio
observations on the timescale of a year (Fong et al. 2016).
We encourage the development of quantitative predictions of

luminosity as a function of energy, time and physical
parameters of the source, as the multiple upcoming joint
observations of BNS mergers suggest the possibility of
interesting constraints on the pre-merger physics.

7. Conclusion

The joint observation of GW170817 and GRB170817A
confirms the association of SGRBs with BNS mergers. With
just one joint event, we have set stringent limits on
fundamental physics and probed the central engine of SGRBs
in ways that have not been possible with EM data alone,
demonstrating the importance of multi-messenger astronomy.
The small time offset and independent localizations, though

coarse, allowed an unambiguous association of these two
events. Because GRB170817A occurred nearby, an autono-
mous trigger on-board GBM alerted follow-up observers to
the presence of a counterpart to GW170817. At design
sensitivity, however, Advanced LIGO and Virgo could in
principle detect GW170817 beyond the distance that any
active gamma-ray observatory would trigger on a burst like
GRB170817A. Subthreshold searches for SGRBs can extend
the gamma-ray horizon and the detection of GRB170817A
provides motivation for further subthreshold search
development.
A joint detection at greater distance and for an SGRB with

more typical energetics would allow tighter constraints on the
temporal offset and the derived inferences. Should NS–BH
binaries also be SGRB progenitors, only a joint detection
between GW and EM can provide decisive evidence.
In this Letter we propose several explanations for the

observed dimness of GRB170817A. We suggest joint
detections should be more common than previously predicted,
and future observations of multiple events should enable a
study of the populations of mergers and their associated
SGRBs, shedding light on the jet geometry and intrinsic
brightness distribution. Furthermore, detections with multiple
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GW interferometers can provide more stringent constraints on
the inclination angles of these systems. The joint detections of
SGRBs arising from BNS and NS–BH mergers will constrain
the fraction of SGRBs originating from each progenitor class.

The global network of GW detectors and wide-field gamma-
ray instruments, such as Fermi-GBM and INTEGRAL/SPI-
ACS, are critical to the future of multi-messenger astronomy in
the GW era.

We dedicate this Letter to the memory of Neil Gehrels. His
pioneering work in gamma-ray astronomy and his vision for
multi-messenger astrophysics were instrumental to our
discoveries.
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Appendix A
Full Derivation of Photospheric Radius

In order to explain the observed soft BB component, we
present a model that simultaneously yields predictions on (1)
the time difference between the GW emission and the beginning
of the gamma-ray radiation, (2) the estimated temperature of
the BB component (k T 10.3 1.5B BB

obs = ( ) keV) and (3) its
average isotropic luminosity, L E t 1.1iso,BB iso,BB BB= D = ´
1046 erg s−1, where we have used the source interval width of the
soft tail spectral fit of t 1.15BBD = s.
Following MR00, our model depends upon three main

parameters to provide predictions of the aforementioned three
observable quantities. First, the radius from which the fireball
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is initiated, which is assumed to be R GM c60 BH
2= (the

innermost stable circular orbit of a Schwarzschild BH with a
mass equal to MBH). In our case R 2.5 100

6= ´ cm, and
M M2.8BH = . From numerical models of GRB jets
produced in BNS merger remnants (e.g., Aloy et al. 2005),
the value of R0 can be associated to the stagnation point of a
relativistic outflow, and it is fairly well constrained to be a
few gravitational radii of the BH. Second, the initial
luminosity of the fireball, L0. This is a free parameter of
the model and we note it can be much larger than L iso,BB,
since the fireball must expand from its initial volume ( R0

3~ )
to the size where the photosphere appears (see below). This is
also needed, since the observed gamma-ray luminosity, will
be a fraction 0 1r < of the total (kinetic) luminosity.
Finally, the third parameter is the dimensionless entropy of
the fireball, η. For a fireball baryon load Ṁ and a luminosity
L0, L Mc2h = ( ˙ ). Typical values of η are larger than 100 to
prevent the compactness problem (Goodman 1986), which is
not an issue for GRB170817A owing to the lack of emission
detected above 511 keV. Therefore, our model may allow for
values of η substantially smaller than ∼100. As we shall see,
a combination of L 100

50 erg and 18h  , results in a
viable model to account for the delay of GRB with respect to
the GW signal and the average luminosity of the soft BB
component.

The initial BB temperature in units of the electron rest mass
is given by (MR00, Equation (5))

k
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where a 7.57 10r
18= ´ - kg cm−1 s−2 K−4 is the radiation

constant. The value of 0Q corresponds to a comoving
temperature k T 750B 0  keV. The radius at which the internal
energy of the fireball is converted into kinetic energy, i.e., the
saturation radius is
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The critical baryon load
*
h below which the photosphere of an

expanding fireball happens after the fireball coasts at constant
Lorentz factor g h , i.e., at radii larger than Rs, is given by
(MR00)
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where Y is the number of electrons per baryon,
6.65 10T

25s = ´ - cm2 is the Thomson cross-section. Using
fiducial values, we obtain
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In the previous expression, we have taken Y 1 , which is
appropriate once pairs are not present in the system. This is the
case for radii larger than Rp (MR00)
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where the comoving dimensionless temperature below which
e pairs drop out of equilibrium is 0.03 17pQ   keV.
Since we have set

*
h h< , the photosphere will happen at a

radius (MR00)
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Note that R Rp ph for our choice of tunable parameters.
The laboratory frame time needed for the fireball expanding

at roughly the speed of light to reach the transparency radius is
t R cph ph , thus,
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To compute the time delay between a photon emitted at R0 at
t=0 (namely, signaling the GW detection) and another one at
Rph, we must consider that the fireball begins its expansion
from rest, in which case we shall apply the following relation
between the arrival time and the time at which the photosphere
appears
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where ϑ is the angle between the radial direction and the line of
sight and cosJ takes values only in the interval v c, 1[ ]
(Bianco et al. 2001). Using fiducial values for η, we obtain
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These values account for a significant fraction of the time delay
between the GW and the prompt radiation in the soft
thermal peak.
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We can now estimate the comoving temperature of the
expanding fireball at the photospheric radius (MR00)
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The corresponding BB luminosity is (MR00),
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Thus, with the reference values of our model for L0 and η, we
obtain L Lph iso,BB . On the other hand, Tph

obs underpredicts

TBB
obs by a factor ∼4. Nonetheless, we are neglecting

Comptonization effects, which may slightly raise the estimated
temperature.

Appendix B
List of SGRBs with Associated Redshift

Table 2 is a list of possible redshifts for GRBs that have been
argued to belong to the short class. The asterisks show the
“gold sample” selection with standard cuts on duration (T 290 < s)
and localization uncertainty (∼arcsecond or better). The others
include SGRBs with extended gamma-ray emission, those slightly
longer than 2 s that are spectrally hard or show negligible spectral
lag, and bursts that are best localized by Swift BAT (so a chance
association is possible). Most of these redshifts come from Lien
et al. (2016); Siellez et al. (2016), and Fong et al. (2015); for the
original citations see references therein. They also include bursts
from Tunnicliffe et al. (2014). For these bursts, and those best
localized by Swift BAT, an individual nearby galaxy may be a
chance alignment, but it is statistically unlikely that most of them
are false associations.
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