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Abstract

In order to detect gravitational waves (GW), the displacement of the test masses
has to be reduced to the challenging level of 10−18 m/

√
Hz. For second genera-

tion detectors like Advanced LIGO the requirements are even more compelling.
Since the seismic noise is the dominant low frequency noise source for terrestrial
GW detectors, the performance and reliability of seismic attenuation systems
play a critical role.

This thesis analyzes the mechanical modeling and simulation of seismic at-
tenuators for GW interferometers. The �rst part of our study concentrated on
HAM-SAS, a single-stage passive mechanical isolator, proposed by the California
Institute of Technology SAS group, that is designed to support the Advanced
LIGO HAM vacuum chambers. Several analytical and numerical simulation
techniques have been used in order to determine the performance, reliability
and controllability of the system and to obtain a set of linear models that can
be used for the active control of the attenuator. The second part of this work is
dedicated to the pre-isolator stage of Virgo suspensions. We obtained a set of
state-space representations of Virgo inverted pendulum using system identi�ca-
tion techniques and we developed a Kalman �lter, based on the linear models,
that is able to estimate independently every resonance mode of the pre-isolator
from open loop data.

Here we summarize the contents of each chapter. In chapter 1 we give an
overview of gravitational wave sources. In chapter 2 we discuss the noise sources
a�ecting GW interferometers. Chapter 3 describes LIGO and Virgo detectors,
giving special attentions to the di�erent strategies used for seismic attenuation.
In chapter 4 we provide a description of HAM-SAS and we discuss the test
and measurements results of its prototype. In chapter 5 we developed a series
of analytical models in order to evaluate HAM-SAS performance and compare
it to the AdLIGO seismic noise requirements. In chapter 6 we study a set of
non-linear numerical models of HAM-SAS developed with MBDyn simulation
software. In chapter 7 we apply a recently developed linearization technique in
order to extract state-space representations from the numerical models. Finally
in chapter 8 we describe the linear models and the Kalman �lter developed for
Virgo inverted pendulum.
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Chapter 1

Gravitational Waves

1.1 Gravitational Waves

1.1.1 Theoretical origin

In special relativity, the space-time interval between two events [1] is:

ds2 = c2dt2 − dx2 − dy2 − dz2 (1.1)

This expression can also be written using tensorial notation as

ds2 = ηµνdx
µdxν (1.2)

where ηµν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 is the Minkowski metric. In general rela-

tivity space is not necessarily �at, so the de�nition of interval becomes:

ds2 = gµνdx
µdxν (1.3)

where gµν is no longer a constant tensor. If the curvature is small, we can write
a linear approximation of the metric as:

gµν = ηµν + hµν (1.4)

where all hµν tensor elements are much smaller than 1.
The quantity that describes the space-time curvature in every reference

frame is a 4th order tensor, called Riemann tensor, given by

Rµνρσ = ∂ρΓµνσ − ∂σΓµνρ + ΓµαρΓ
α
νσ − ΓµασΓανρ (1.5)

where Γµνρ are the Christo�el symbols, functions of the metric tensor:

Γµνρ =
1
2
gµσ(∂ρgσν + ∂νgσρ − ∂σgνρ) (1.6)

The Riemann tensor contraction is a 2nd order tensor, called Ricci tensor, given
by

Rµν = gρσRρµσν = ∂ρΓρµν − ∂νΓρµρ + ΓρµνΓσρσ − ΓσµρΓ
ρ
νσ (1.7)

7
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The equation that describes the gravitational �eld in general relativity, called
Einstein �eld equation, is

Rµν =
8πG
c4

(Tµν −
1
2
gµνT

λ
λ ) (1.8)

where Tµν is the stress-energy tensor, the quantity that describes the density
and �ux of energy and momentum in spacetime. Using (1.4), we can expand at
�rst order both the Ricci tensor and the Christo�el symbols obtaining

Rµν ' ∂νΓλλµ − ∂λΓλµν + o(h2) (1.9)

and

Γλµν '
1
2
ηλρ(∂µhρν + ∂νhρµ − ∂ρhµν) + o(h2) (1.10)

In order to simplify the calculations even further, we have to introduce a par-
ticular condition on the coordinate system, called harmonic gauge, given by

gµνΓλµν = 0 (1.11)

Using (1.10), this expression can be approximated at the �rst order as

∂µh
µ
ν =

1
2
∂νh

µ
µ (1.12)

Therefore, using (1.9) and (1.12), the Einstein equation, linearized in h, be-
comes:

�h =
16πG
c4

(Tµν −
1
2
gµνT

λ
λ ) (1.13)

where we have introduced the � =
1
c2
∂2

∂t2
− ∇2 operator. The solution set

is given by the sum of a particular solution of (1.13) and the solutions of the
associated homogeneous equation. These last solutions are just a superposition
of plane waves propagating with speed c, given by

hµν(x) = eµν exp(ikλxλ) + e∗µν exp(−ikλxλ) (1.14)

where kλ is the 4-wave vector and eµν is a symmetric matrix, called polarization
tensor. Using (1.12) condition, it's possible to eliminate 4 of 10 independent
components of eµν . Introducing another condition on the coordinate system,
called transverse-traceless gauge (TT-gauge), the polarization tensor becomes

eµν =


0 0 0 0
0 a b 0
0 b −a 0
0 0 0 0

 (1.15)

Therefore eµν can be written as a sum of two tensors

eµν = a(e+)µν + b(e×)µν (1.16)

where (e+)µν =


0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

 and (e×)µν =


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

.
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Figure 1.1: E�ects of the two di�erent polarization directions of a gravitational
wave on a set of freely falling masses arranged on a circumference.

The matrices (e+)µν and (e×)µν are the only physical degrees of freedom of
gravitational waves and represents the two orthogonal polarization directions
of a gravitational wave propagating along the ẑ axis. In �g. 1.1 is shown the
interaction of the components with a set of freely falling masses arranged on
a circumference. The (e+)µν component lengthens the distances along x̂ and
simultaneously shrinks them along ŷ. The e�ect of (e×)µν is the same but the
principal axes are rotated by 45 degrees.

1.1.2 Quadrupole radiation

The formal analogy between Newton's law of gravitation and Coulomb's law
suggests the possibility to expand gravitational radiation, as we do in electro-
dynamics, using multipole moments. We can, for example, de�ne a gravitational
dipole moment as [2]:

dg =
ˆ
dV ρ (r) r (1.17)

where ρ (r) is the mass density of the source and r is the distance from the origin.
However the equivalence between inertial mass and gravitational mass requires
the respect of classical mechanics conservation laws. Since ḋg represents the
momentum, quantity that remains constant in a isolated system, no radiation
can be associated to this distribution moment.

The �rst term able to generate gravitational waves is the quadrupole mo-
ment. In the typical case, where motions within the source can be considered
slow compared with the speed of light, it can be written as:

Iµν ≡
ˆ
dV

(
xµxν −

1
3
δµνr

2

)
ρ (r) (1.18)

The �eld associated to this component results

hµν =
2G
Rc4

Ïµν (1.19)
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In order to have a preliminary estimate of h, we are going to use these
relations in the case of a binary star, one of the most common gravitational
wave sources. We consider the motion circular with radius r0 and frequency
forb. We also assume the same mass M for both objects. Applying (1.18) e
(1.19) we get

hxx = −hyy =
32π2G

Rc4
Mr20f

2
orb cos [2 (2πforb) t] (1.20)

hxy = hyx =
−32π2G

Rc4
Mr20f

2
orb sin [2 (2πforb) t] (1.21)

Since the amplitude of a gravitational wave is an adimensional quantity and

f2
orb =

GM

16π2r30
, it's possible to reorder (1.20) and (1.21), obtaining an approxi-

mate expression:

|h| ∼ rs1rs2
r0R

(1.22)

where rs1 = rs2 =
2GM
c2

are the Schwarzschild radii of the two stars. Using

typical experimental values for a binary system constituted by neutron stars
(M ∼ 1.4M�, forb ∼ 400 Hz, r0=20 Km), located in the galaxy cluster closest
to the Earth (Virgo, R ∼ 15 Mpc), we obtain

|h| ∼ 1 · 10−21 (1.23)

The lost energy due to gravitational wave emission has been measured for
the �rst time in the case of the binary pulsar PSR1913+16. The orbital pe-
riod of this system (�g. 1.2), discovered in 1974 by R.Hulse and J.Taylor [3],
have been constantly decreasing over the years, falling by almost 40 seconds
between 1974 and 2003. This e�ect, measured also in other systems [4, 5], can
be explained only with gravitational radiation emission and represents the only
indirect evidence of its existence. The general relativity predictions of the or-
bital decay are very accurate and have been recently estimated to be consistent
at (0.13 ± 0.21)% level [6].

1.2 Astrophysical Sources

Depending on their emitted wave forms, the sources of gravitational waves can
be classi�ed in three categories:

� Periodic sources: coalescing binaries, spinning neutron stars (pulsars)

� Impulsive sources: supernovae, gamma ray bursts

� Stochastic sources: cosmological background, white dwarf binaries

1.2.1 Coalescing binaries

Coalescing binaries are binary systems constituted by very compact objects, as
neutron stars or black holes, that lose energy emitting gravitational radiation.
Their orbital period constantly decreases and, after a time τc, called coalescing
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Figure 1.2: Orbital decay of PSR B1913+16 [6]. The data points indicate the
observed change in the epoch of periastron with date while the curve shows
the theoretically expected change in epoch for a system emitting gravitational
radiation, according to general relativity.
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Figure 1.3: Theoretical waveforms of h+gravitational radiation component emit-
ted by the two main types of coalescing binaries (NS/NS and BH/NS), located
at r = 10 Mpc distance, in the �nal phase of their evolution.

time, they eventually merge. Among all gravitational wave sources, the coalesc-
ing binaries are the ones the scienti�c community looks at with more con�dence.
The known systems of this type, like the above mentioned PSR1913+16 or the
PSR1534+12 [4], seem to con�rm theoretical predictions very well, and the in-
tensity of their gravitational radiation is expected to be within the sensitivity
of terrestrial interferometers.

A �rst order calculation of the characteristic parameters of these systems can
be done using the newtonian/quadrupolar approximation. In this regime, the
stars are considered as pointlike masses, the tidal deformations are neglected,
and the gravitational radiation is generated only by the quadrupole moment.
In this way, we can write the law that describes the variations of the orbital
frequency forb with time:

forb =
(
f(0)−8/3 − π8/3 256

5
G5/3

c5
M5/3t

)−3/8

(1.24)

where M =
(m1m2)3/5

(m1 +m2)1/5
with m1 and m2 are the star masses. It's possible to

write the coalescing time τc as

τc = 3.0
forb(0)
100Hz

(
M

M�

)−5/3

(1.25)

where M� is the mass of the Sun. We eventually obtain the amplitude of the
two polarization components of h:

h+(r, θ, t) = 6.0·10−21(1+cos2 θ)
(
M

M�

)5/3(
forb(t)
1kHz

)2/3(1Mpc
R

)
cos(2πforbt)

h×(r, θ, t) = ±1.2 · 10−20 cos θ
(
M

M�

)5/3(
forb(t)
1kHz

)2/3(1Mpc
R

)
sin(2πforbt)

where R is the distance of the system. Figure 1.3 shows the theoretical wave-
forms of the h+component for coalescing binaries, constituted by two neutron
stars (NS/NS) with m1 = m2 = 1.4 M�, and by a black hole and a neutron
star (BH/NS) with m1 = 1.4 M� and m2 = 10 M�, in the �nal phase of their
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evolution. As shown in the two plots, during the merging, the last phase of
the coalescence, the wave has a typical form, called chirp, characterized by an
oscillation of increasing amplitude and frequency.

Even though the physics of coalescing binaries is well understood, there are
many uncertainties on the rate of observable events. The estimates are in a
range between 1/105 and 1/106 years for every galaxy. In order to obtain a rate
of a few events per year, we have to monitor a distance of about 400 Mpc.

1.2.2 Spinning neutron stars

Spinning neutron stars, or pulsars, are expected to be the main sources of contin-
uous gravitational radiation, which are long-lasting, quasi-monochromatic GWs
with slowly varying frequency. Although current models of stellar evolution pre-
dict the presence of approximately 109 neutron stars in our galaxy, of which 105

are expected to be spinning and actively emitting radiation, only about 1700
pulsars have been observed so far. This is due to the high variability in the
intensity of the generated radiation. An upper limit of the amplitude of the
emitted GWs can be given using statistical arguments [7]. If we assume that
the neutron stars are uniformly distributed in the galaxy and have a constant
birthrate, the strongest signals will have an amplitude h ∼ 4 · 10−24.

There are three types of mechanisms usually considered for the emission of
continuous GWs from pulsars in the frequency band of current ground-based
detectors (20 Hz=2 kHz) [8]:

� Non-axisymmetric distortions of the neutron star: magnetic �elds or elas-
tic tension of the pulsar's crust can generate deformations on its surface,
called mountains, that are asymmetric respect to the rotation axis. Con-
sidering a star with inertia tensor Iij , spinning at frequency ν, the pulsar
will generate monochromatic GWs with frequency 2ν and amplitude

h =
16π2G

c4
Izzν

2

d
ε (1.26)

where d is the distance and ε = Ixx−Iyy

Izz
is a parameter, called equatorial

ellipticity, that express the star deformation. The range of possible values
of ε is highly uncertain. Only an upper limit has been estimated: ε .
5 · 10−5σ where σ is the breaking strain of the crust.

� Unstable oscillation modes in the �uid part of the star: spinning neutron
stars can be subject to non-axisymmetric instabilities, during their birth
and accretion phase, a period in which the star is growing gravitationally
attracting matter from an other body. These instabilities can be divided in
two broad categories depending on their timescales: dynamic and secular.
In the �rst case the unstable modes grows in a time comparable with
the oscillation period, while in the second the growth is much longer. A
typical example of a dynamic instability is the so called bar-mode (see
�g. 1.4), a process that is expected to a�ect highly rotating newborn
neutron stars. If the ratio between the rotational kinetic energy T and the
gravitational binding energy W exceeds a critical value (T/ |W | & 0.24),
the star becomes unstable and its geometry is deformed in a bar shape,
emitting a burst of GWs. Secular modes are instead thought to be caused
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Figure 1.4: Simulation of the bar-mode instability of a spinning neutron star
[9]. The three snapshots are taken - from left to right - before the onset of
the instability (t = 0), during the bar-mode emission (t '13 ms), after the
formation of spiral arms (t '25 ms). The colors give an indication of the star
relative local density.

by the Chandrasekhar-Friedman-Schutz instability [10]. In this process,
the unstable mode counter-rotate respect to the pulsar in the star frame
but co-rotate in an inertial frame. An estimate of the emitted gravitational
radiation for a generic unstable neutron star is given by

h ' 5 · 10−22

(
E

10−3MJc2
)1/2(

f

1 kHz

)−1/2(15 pc
d

)
(1.27)

where the two parameters, E, the radiated energy and f , the frequency of
the emitted GW, depends on the process that causes the instability.

� Free precession: in this case the neutron star rotation axis is misaligned
respect to its symmetry axis forming an angle θw. For a star at a distance
d and rotating at frequency ν we can write

h = 10−27

(
θw

0.1 rad

)(
1 kpc
d

)( ν

500 Hz

)
(1.28)

The gravitational radiation is emitted at the three frequencies f1 = ν +
νprec, f2 = 2ν, f3 = 2ν + 2νprec, where νprec is the precession rate, with
decreasing amplitude. While the �rst and third frequencies emissions are
caused by the precession, the second oscillation is caused by the star de-
viation from axisymmetry in an analogous way as we have seen before.

1.2.3 Supernovae

The explosion of a supernova happens when a massive star, used all their nuclear
fuel, cannot sustain its own gravity. Consequently the star central core begin
to collapse generating an enormous shockwave that causes the expulsion of the
supernova most external layer. While the origin of the electromagnetic emis-
sion, generated in these events, is the external shell expulsion, the gravitational
radiation is emitted due to the core collapse.

Even though, several years ago, the supernovae were considered as the most
easily detectable gravitational wave sources, today we know that the intensity of
the radiation emitted during the core collapse could vary considerably depending
on the stellar mass percentage that is converted in radiation and by the type
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Figure 1.5: Examples of theoretical waveforms emitted by the three main types
of supernovae, located at 10 Mpc distance, during their core collapse.

of symmetry of the collapse itself. For example, in case of a perfect spherical
collapse, no gravitational radiation is emitted. An estimate of h amplitude is
given by the expression:

h+ ∼ h× ∼ C
10Mpc
R

(1.29)

where C is a constant with a value between 10−21 and 10−24 depending on
the physical processes involved in the gravitational wave emission during the
collapse. The expected frequency is about some kHz.

The �g. 1.5 shows some theoretical waveforms extracted by a catalog, ob-
tained with a numerical simulation performed in 1997 by T. Zwerger and E.
Muller [11], constituted by 78 signals, corresponding to di�erent initial values
of the rotation and of the angular moment distribution of the star.

The expected rate for these events is between 1/30 years and 1/40 years per
galaxy. The Virgo cluster, that is 20 Mpc distant and constituted by about
2500 galaxies, could therefore generate a rate of several events per year.

1.2.4 Gamma Ray Burst

Gamma-ray bursts (GRBs) are intense �ashes of γ-rays which occur approxi-
mately once per day and are isotropically distributed over the sky. The vari-
ability of the bursts time scales, from a millisecond to several seconds, indicates
that the sources are very compact and their measured red shifts have shown
that they are generated outside our galaxy. GRBs can be divided in two broad
classes depending on their duration: short burst (. 2 s), that are thought to
be caused by mergers of NS/NS or BH/NS binaries, and long events (& 2 s),
probably associated with the core collapse of supernovae. As we have seen, the
emission of gravitational radiation is expected in both scenarios. Although, no
experimental evidence of gravitational wave emission associated with GRBs has
been found yet, upper limits have been recently given for several events [12].

1.2.5 Stochastic background

A stochastic signal is characterized by a continuous spectrum and an approxi-
mately constant amplitude. A possible origin of a gravitational stochastic back-
ground is the superposition, in the time or frequency domain, of signals coming
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from many sources. We expect for example that the collapse of vast popula-
tion of black holes could generate, depending on their mass distribution and
formation time, signals with intensity and frequency that can be detected by
the present experiments.

A particularly interesting stochastic source is constituted by the gravita-
tional equivalent of the well known 3 K cosmic background radiation. It has
been hypothesized that some �uctuations of the graviton �eld - the �eld associ-
ated to the particle that mediates the gravitational interaction in many quantum
�eld theories - present in the primordial universe, have been ampli�ed during
the in�ation, a phase of very rapid expansion of the universe, included in many
cosmological models. Depending on the parameters that characterize the in-
�ation process, the intensity of gravitational background radiation could reach
detectable levels [13].



Chapter 2

Interferometric GW detection

As R. Dicke wrote in one of the �rst work on experimental relativity [14]: � In
other �elds of physics the experimentalist is faced with the problem of choos-
ing the most important out of a large number of possible experiments. With
gravitation the problem is di�erent. There are so few possible experiments, and
their importance is such, that any and all signi�cant experiments should be
performed �.

Historically the �rst experiments for gravitational wave detection are those
performed in the 1960's by J.Weber using two resonant bars [15]. Even though
Weber's claims of detection have never been con�rmed, various international
e�orts have contributed over the years to improve the sensitivity of these detec-
tors. In today's resonant bars (the Italian experiments AURIGA, NAUTILUS,
EXPLORER, ALTAIR, the experiments ALLEGRO and Niobe in Louisiana,
USA and Australia respectively), we measure the normal modes of oscillation of
a cylindrical metal mass, cooled at cryogenic temperatures, using extremely sen-
sitive magnetic sensors, called Superconducting Quantum Interference Devices
(SQUIDs).

Today, however, the highest expectations of the scienti�c community are for
another kind of instrument: the Michelson interferometer, the same device that
has proved the absence of ether, one of the fundamental principles of special
relativity.

2.1 Michelson Interferometer

The Michelson interferometer is the core of every GW interferometer. Its optical
con�guration is shown in �g. 2.1. It consists of a light source e.g. a laser illumi-
nating a 50/50 beam splitter (BS) mirror. Half of the light is transmitted along
the laser propagation direction, the other half is re�ected into the perpendicular
axis. Both beams are re�ected by the two mirrors with re�ectivities r1, r2 ∼ 1
and then recombined at the beamsplitter.

Let's now consider the e�ects of a gravitational wave on a Michelson inter-
ferometer with its arms aligned along x̂ and ŷ axes. Let's examine the x̂ axis.
We know that light connects only events in the space-time that are separated

17
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Figure 2.1: Sketch of a Michelson interferometer. The gold semicircle represents
the output photodiode.

by a null interval. This means ds2 = 0. Setting (1.2) equal to zero, we obtain

ds2 = −c2dt2 +
(

1 + h11

(
2πft− ~k · ~x

))
dx2 = 0 (2.1)

We can evaluate the time the light takes to travel from the beam splitter to the
end of the x̂ arm, integrating the square root of the previous expression:

τ (1)
x =

1
c

ˆ L

0

√
1 + h11dx ≈

1
c

ˆ L

0

(
1 +

h11

2

(
2πft− ~k · ~x

))
dx (2.2)

where we expanded the square root at �rst order, since h� 1. In the same way,
we can write the time needed for the return trip:

τ (2)
x = −1

c

ˆ 0

L

(
1 +

h11

2

(
2πft− ~k · ~x

))
dx (2.3)

The total time τx = τ
(1)
x + τ

(2)
x is therefore

τ =
2L
c

+
1
2c

ˆ L

0

h11

(
2πft− ~k · ~x

)
dx− 1

2c

ˆ 0

L

h11

(
2πft− ~k · ~x

)
dx (2.4)

Let's consider the simplest case of a sinusoidal wave propagating along the ẑ
axis, with frequency fgw, polarization + and amplitude h11 = −h22 = h0. The
two integrals of (2.4) can be easily calculated, posing h (t) = h0 exp(i2πfgwt).
The total time will be

τx = τ0 +
h0

4πfgw
Re[ei2πfgwτ0 − 1] (2.5)
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where τ0 = 2L
c is the classic time. For a photon that travels along the ŷ arm,

the expressions are the same but they depend on h22 instead of h11. Therefore

τy = τ0 −
h0

4πfgw
Re[ei2πfgwτ0 − 1] (2.6)

In the laboratory reference frame this di�erence in the travel time respect to
the classical case can be interpreted as a variation of the interferometer arm
lengths, Lx and Ly:

Lx =
1
2
cτx = L

(
1 +

h(t)
2

)
(2.7)

Ly =
1
2
cτy = L

(
1− h(t)

2

)
(2.8)

For an interferometer 1 Km long, assuming h ∼ 10−21, this variation is Lx−L ∼
10−18 m. The two photons arrive at the output of the interferometer with a
phase di�erence equal to

δφgw(t)
h(t)

=
4πL
λ

sinc (πfgwτ0) (2.9)

where sinc(x) =
sinx
x

. In �g. 2.2 we can see the plots of

∣∣∣∣δφgw(t)
h(t)

∣∣∣∣ as a function
of the frequency, for di�erent kinds and lengths of interferometers. In the low
frequency �at region, where fgwτ0 < 1, (2.9) can be approximated as

δφgw(t)
h(t)

=
4πL
λ

(2.10)

expression that clearly shows the importance of arm length for increasing the
sensitivity of an interferometer.

The power induced by the the passage of gravitational wave on the resulting
interference fringe, measured at the antisymmetric port (ASY) by a photode-
tector, can be written as

PASY =
PIN

2
(1 + C cos(Φ + δφgw)) (2.11)

where PIN is the beam power impinging on the beam splitter, Φ is phase dif-
ference between the two arms, C = 2r1r2

r21+r22
is the contrast. Since δφgw can be

considered very small, we can rewrite 2.11, keeping only the �rst order terms,
as

PASY =
PIN

2
C [cos Φ− sin(Φ)δφgw] (2.12)

Thus the power variation δPASY induced by a gravitational wave is

δPASY =
PIN

2
C sin(Φ)δφgw (2.13)
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Figure 2.2: Plots of the phase di�erence

∣∣∣∣δφgw(t)
h(t)

∣∣∣∣ as a function of the grav-

itational waves frequency fgw, for di�erent arm lengths and types of interfer-
ometers. We considered h(t) ' 10−21. As we can see, the performance of a
Fabry-Perot interferometer is roughly equivalent to that of a 100 km Michelson.
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2.2 Fabry-Perot Cavities

As we can see from �g. 2.2, without the use of Fabry-Perot cavities no gravi-
tational wave interferometer would be practically feasible. Constituted by two
plane mirrors, called the input and end mirrors, separated by a distance L,
Fabry-Perot cavities are essentially displacement to phase transducers: the light
entering the cavity is re�ected with a phase shift that depends by the cavity
length. The mirror re�ectivities r1and r2 are chosen to have 1/ (1− r1r2)� 1.
The resonance condition which maximizes the stored energy is 2kL = 2nπ where
n is an integer and k is the wavenumber. If the length changes by an amount
δL, the phase shift can be written as

δφ =
4F

π
(2π

δL

λ
) (2.14)

The �nesse F is de�ned as the ratio between two consecutive resonances of the
cavity and the full width at half maximum of a resonance (FWHM) and is given
by

F =
π
√
r1r2

1− r1r2
(2.15)

At the resonance, the light is kept inside the cavity for a time τs, called storage
time, de�ned as

τs =
2L
c

F

π
(2.16)

. Under the assumption of very high re�ectivities and very low loss of the mir-
rors, in the condition fgw2L/c� 1, the response of a Fabry-Perot interferometer
to gravitational waves can be written, in the frequency domain, as

δφ

h
∼ τs

8πc
λ

√
1

(1 + 4πfgwτs)2
(2.17)

So it behaves essentially as a low-pass �lter with cuto� frequency 1/4πτs.

2.3 Noise Sources

Fig. 2.3 gives a detailed overview of the noise sources a�ecting a GW interfer-
ometer. The noises can be essentially divided in two categories

� Displacement noises: the processes that directly move the suspended mir-
rors. This class of noise sources plays a very important role in interferom-
eter design, since it limits how much we can fold the optical path in order
to make the instrument compact. Seismic noise, thermal noise, radiation
pressure noise are included in this category.

� Sensing noises: the disturbances that appear in the photodetector signal
but they are not caused by a gravitational wave. Examples are the shot
noise, the laser instabilities, the readout electronics noise.

Due to the contribution of all noise sources, the output photodiode will measure
a phase shift indistinguishable from that generated by an equivalent GW signal
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Figure 2.3: LIGO noise budget during one of the last days of S5 science run.
Some curves are directly measured (for example the Seismic noise), others are
entirely based on the theoretical models (for example the thermal noises Sus-
Therm, IntTherm). The bold dashed purple curve (SRD) represents the required
sensitivity.

hn(t). The two-sided power spectral density Sn is de�ned as

Sn(f) = lim
T→∞

1
T

∣∣∣∣∣
ˆ T/2

−T/2
hn(t)ei2πftdt

∣∣∣∣∣
2

(2.18)

Since it's easier to think in terms of positive frequencies, in the gravitational
wave community it is customary to de�ne the amplitude linear spectral density
as

h̃n(f) =
√

2Sn(f) (2.19)

that is expressed in units of [hn(t)]/
√
Hz.

2.3.1 Seismic Noise

Seismic noise is the main limitation to the low frequency sensitivity of ground
based interferometers. It propagates to the test masses through the suspension
system causing perturbations in mirror displacement. The minimum coupling
between the horizontal and vertical directions is due to the Earth curvature. As
we can see in �g. 2.4, the input and output mirrors of the Fabry-Perot cavities
form an angle αgrav = L/r⊕ ∼ 6 · 10−4 rad (where L = 4 km is the cavity
length and r⊕ is the Earth radius) with the global vertical direction. Therefore



CHAPTER 2. INTERFEROMETRIC GW DETECTION 23

a vertical displacement δz has e�ect along the beam direction, producing a
variation αgravδz of the optical path. The suspension system causes even larger
mechanical couplings (1%), due to structural reasons.

Seismic noise has both natural and human origins and can vary by few orders
of magnitude from site to site. However all ground motion displacement spectra
observed worldwide share some common characteristics: they have essentially
the same amplitude in all three orthogonal space directions and they exhibit a
low pass behavior that follows the empirical law [2]

x̃seism(f) = A (1 Hz/f)2 m/
√
Hz, if f > 0.1 Hz (2.20)

with 10−9 m/
√
Hz ≤ A ≤ 10−7 m/

√
Hz . If we compare x̃seism(f) with the

10−18 m/
√
Hz displacement induced by a GW on a 1 km Michelson interferom-

eter, we see that we need an isolation system capable to attenuate the seismic
noise by 11 orders of magnitude at 1 Hz.

In 1993 J. Peterson [16] collected and analyzed the data from 75 seismic
stations around the world and developed two seismic noise models, the New
Low Noise Model (NLNM) and the New High Noise Model (NHNM) that are
now commonly used as a reference. The models are hypothetical background
spectra obtained from a composite of the lowest spectra (NLNM) and from the
average of the noisiest sites (NHNM) in the seismometer network. Fig. 2.5 shows
a comparison between two polynomial �ts of LIGO sites seismic noise spectra
(see subsection 5.4) and Peterson's models. There are two main peaks present
in Peterson's NLNM and NHNM models. The broad resonance in the 0.1-0.5
Hz range, called microseismic peak, is generated by the interactions of ocean
waves at sea and is prominent in all seismic noise spectra measured all over the
world. The peak is caused by a non linear process [17] through which ocean
waves couple energy into elastic waves, called microseisms. The interaction of
water waves with similar frequencies but opposing directions generates a second-
order pressure wave with half the period and an amplitude proportional to the
product of the wave heights. Unlike the pressure �eld generated by traveling
waves, this pressure wave does not wane with depth and e�ciently couples
with the Earth's crust to generate seismic surface oscillations that propagates
primarily as Rayleigh waves. The resonance between 0.05 Hz and 0.1 Hz is
called single-frequency microseismic peak because it's generated by the same
process but it doesn't show the frequency doubling of the microseismic peak.

2.3.2 Gravity Gradient Noise

The gravity gradient noise, sometimes called Newtonian noise, poses a funda-
mental limitation to all seismic attenuation systems. This disturbance is caused
by the unavoidable coupling between the test masses and the gravitational �eld
around them. There are two sources of local gravitational �uctuations: the
motion of macroscopic objects around the test masses and the seismic motion
of ground. While the �rst cause can be eliminated with careful instrument de-
sign, the second is impossible to suppress. Consequently, even using a seismic
attenuator with an in�nite number of stages, a fraction of the seismic noise will
always be transmitted to the mirrors.

An estimate of the transfer function between the gravity gradient noise and
the seismic noise power spectra has been obtained by P. Saulson in [18] and can
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Figure 2.4: E�ect of the Earth curvature on mirrors of an interferometer.
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Figure 2.5: Peterson's new low noise (bold yellow) and high noise models (bold
red). The spectra are compared with two polynomial �ts of the displacement
spectral densities of LIGO sites seismic noise. Magenta and blue curves are the
noise spectra of Hanford, WA (LHO) and Livingston, LA (LLO) respectively.
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be written as
h̃2
gg

x̃2
seism

=
16π3

3
Gρ2

L2ω4
(2.21)

where G is the gravitational constant, L is the interferometer arm length and
ρ is the average soil density. Substituting the appropriate values for LIGO and
Virgo interferometers we obtain

h̃gg '
1 · 10−11

f2
x̃seism (2.22)

Using the rough seismic noise estimate 2.20, we obtain h̃gg ∼ 1·10−11A/f4 if f >
0.1 Hz . The Saulson's model assumes that the density mass �uctuations of the
ground are completely coherent over a characteristic scale λ/2, and completely
uncorrelated for larger separations. Later more re�ned estimates [19] of the
transfer function give results that agree with the order of magnitude of 2.22 but
correct its behavior at low frequencies:

h̃gg '


β

0.6
6·10−23
√
Hz

(
10
f

)2

if 3 Hz < f < 10 Hz

β
0.6

6·10−23
√
Hz

(
10
f

)4

if 10 Hz < f < 30 Hz
(2.23)

with 0.15 < β < 1.4 depending on the site seismic activity.
As we will see in the next chapter, the values of h̃gg are lower than the

sensitivity of present interferometers and their upgraded versions. However
future GW detectors, the so-called 3rd generation interferometers, are expected
to extend their detection band to lower frequencies (f < 10 Hz). Since this range
is dominated by seismic motion, the gravity gradient noise will represent one of
their main limitations. For this reason several solutions to reduce the newtonian
noise, like the possibility to build future interferometers in deep underground
sites [20] and the development of active noise subtraction techniques [21], are
being studied.

2.3.3 Thermal Noise

Thermal noise is another disturbance particularly important for interferometric
GW detection in the low frequency range. Unlike seismic noise that could be
theoretically completely eliminated, thermal noise can only be reduced, since it
has a fundamental nature. The interferometer mirrors are in radiative thermal
equilibrium with the vacuum chambers that are at room temperature. The
energy exchange generates the Brownian motion of the particles of mirror glass,
coating and suspension system and consequently induces a �uctuation in the
measured cavity length.

Thanks to the �uctuation-dissipation theorem [22], we don't need to develop
a detailed microscopic model of the dissipation phenomena. If a mechanical
system can be considered linear and in thermal equilibrium, we can write the
power spectrum of the �uctuating force Ftherm induced by the dissipation simply
as

F̃ 2
therm = 4kBT< (Z(f)) (2.24)
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where kB is the Boltzmann's constant, T is the temperature and < (Z(f)) is the
real part of the mechanical impedance Z(f) de�ned as the ratio

Z(f) =
F̃ext(f)
ṽ(f)

(2.25)

between the Fourier transforms of the amplitude of an external force Fext(t)
and the velocity v(t) induced on the system. Relation 2.24 can also be written
in the equivalent form

x̃2
therm =

kBT

π2f2
< (Y (f)) (2.26)

where x̃therm is the power spectrum of the system �uctuating displacement and
Y (f) = 1/Z(f) is the mechanical admittance.

Thermal noise a�ecting GW interferometers can be divided into three main
contributions: suspension pendulum mode, suspension violin mode and test
mass modes.

2.3.3.1 Suspension pendulum mode

As we will see in section 3.3.1, harmonic oscillators are widely used for seismic
attenuation thanks to their frequency domain properties. Using relation 2.26 for
a low loss oscillator with resonance frequency ω0, elastic constant k and mass
m, we obtain

x̃2
SPM =

4kBTω2
0Q

mω
[
Q2 (ω2

0 − ω2)2 + ω4
0

] (2.27)

The parameter Q is the quality factor of the oscillator de�ned as the ratio
Q ≡ ω0/∆ω between the resonance frequency and the full width at half maxi-
mum. Since, in the low and high frequency ranges (ω � ω0, ω � ω0), x̃

2
therm

is inversely proportional to the quality factor, the use of high Q suspensions
reduces thermal noise.

We can now understand why a pendulum is a better choice for a suspension
than an helicoidal spring. In facts there are two forms of dissipation in a pen-
dulum, one due to viscous friction with gas, the other caused by the elasticity
of the wire. While the �rst contribution can be eliminated using vacuum, the
second can only be reduced and depends by the geometry and the material of
the wire. The dilution factor, given by the ratio between the pendulum e�ec-
tive spring constant mg/l due to gravity and the elastic constant of the wire, is
a relative measure of the elastic contribution to the energy dissipation. For a
metallic wire, Q ' 106 and dilution factors of 102 are typical. This means that
the quality factor of a metallic pendulum is 100 times higher than an helicoidal
spring made of the same metal. Using fused silica, the same materials in which
the interferometer mirrors are made, Q ' 107 and dilution factors of 103 have
been reported [23].

2.3.3.2 Suspension violin modes

In a real suspension the resonances of the wire itself, called violin modes, appear
in the system frequency response. The k-th harmonic of these modes resonance
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Figure 2.6: Violin modes of LIGO Hanford 4 km interferometer triple pendulum
suspensions. In the plots are shown the �rst four harmonics measured during
S5 run (red spectra) and compared with the reference (blue spectra).

frequency can be written as

ωk = πk

√
mg

nmwl
(2.28)

wherem is the mass of the mirror, n is the number of wires connecting the mirror
to the suspension point, mw is the mass of wire and l is the pendulum length.
Since the Q of the violin modes are approximately equal to the pendulum mode
quality factor, the thermal noise can be obtained simply substituting ω0 with
ωk in 2.27 and summing over the harmonics

x̃2
SVM =

4kBT
mω

∑
k

ω2
kQ[

Q2 (ω2
k − ω2)2 + ω4

k

] (2.29)

Fig. 2.6 shows the �rst 4 harmonics of triple pendulum suspension (see 3.3.1.2)
violin modes measured during S5 LIGO science run.

2.3.3.3 Test mass modes

There are three di�erent dissipation processes involved in the thermal noise of
GW interferometer test masses: the bulk Brownian noise, the thermoelastic
noise and the mirror coating noise. The �rst contribution is caused by bistable
states distributed homogeneously in the substrate that convert the oscillating
energy of the beam into heat, perturbing the mirror's surface position. The ther-
moelastic noise is produced instead by the oscillating temperature distribution
generated by the squeeze and stretch of the mirror substrate. Finally the last
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dissipation process is caused by imperfections in the mirror coating material.
In facts, in order to reach the high re�ectivity required for GW interferometer
mirrors, several layers of dielectric materials are deposited on the substrate. Al-
though the amount of material used for coating is small compared to the total
mass of the mirror, its mechanical losses can constitute a large contribution to
the thermal noise.

Calculating directly the admittance Y (f) to determine the test masses ther-
mal noise would require the highly complex task of measuring the resonance
frequency ωint and relative Qint of each internal mode of the optics up to 100
kHz. Thanks to the approach described in [24], the noise spectrum can instead
be calculated in terms of the time-averaged dissipated energy Wdiss when an
oscillating force with amplitude F0 is applied to the mirror surface:

x̃2
therm =

8kBT
ω2

Wdiss

F 2
0

(2.30)

2.3.4 Shot Noise

The shot noise is a fundamental disturbance associated to the quantum nature
of light that poses a limitation on power measurements. This process is caused
by the Poissonian distributed counting of the photons hitting the interferometer
photodetector. The average number of photons N of frequency ν, impinging on
a photodiode of quantum e�ciency η, in a time interval ∆t can be written as

N =
ηPASY ∆t

}2πν
(2.31)

Since for a Poisson distribution the standard deviation σ =
√
N , the corre-

sponding variation in power is

δPshot =

√
PASY }2πν

η∆t
(2.32)

Therefore the signal to noise ratio can be written as

SNR =
|δPgw|
δPshot

(2.33)

Going back back to 2.13, in the naive assumption of absence of any noise
sources, the best choice for the static phase would be PASY = PIN

2 , since it's

the one that maximize the sensitivity δPASY

δφ . This is called the gray fringe
condition while the tunings that gives maximum and minimum output power
are respectively called bright and dark conditions. In reality, in order to �nd
the best operating point, we have to maximize expression 2.33 respect to the
static phase Φ. If we consider the contrast C ' 1, we get

ΦOP = ±kπ (2.34)

This is the dark fringe condition and it corresponds to PASY = 0. All modern
GW interferometers operate in this condition.
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The minimum detectable signal expressed in terms of GW amplitude linear
spectral density is found imposing SNR = 1

h̃shot =
1
L

√
}cλ

2πηPIN

If we consider an interferometer with its arms constituted by two Fabry-Perot
cavities, using the same assumptions and conditions of 2.17, we can write

h̃FPshot(f) ' 1
8FL

√
π}c2
νPIN

√
1 + (4πfgwτs)2 (2.35)

This means that the interferometer sensitivity is now frequency dependent and
h̃FPshot(f) ∝ f for f > 1/4πτs.

2.3.5 Radiation Pressure

The photons of the beam impinging on the interferometer mirrors transfer twice
their momentum. Since, as we have seen, the photons are Poissonian distributed,
we expect a displacement �uctuation of the mirrors h̃rp ∝

√
PIN . The radiation

pressure noise spectrum is indeed

h̃rp(f) =
1

mLf2

√
}PIN
2π3cλ

(2.36)

2.3.6 Optical Readout Noise

The radiation pressure and the shot noises can be considered as two aspects of
a single disturbance called optical readout noise

h̃ro =
√
h̃2
shot + h̃2

rp (2.37)

While the shot noise is white, the radiation pressure dominates at low frequen-
cies since in this range we have h̃rp ∝ 1/f2. This is related to the quantum
nature of the phase measurement process. Even though an interferometer is
clearly a macroscopic system, the measurement precision required to detect
gravitational waves is so high that it can be considered as an Heisenberg mi-
croscope. The shot noise and the radiation pressure are conjugate phenomena:
if we increase the laser power in order to lower the shot noise, we increase also
the low frequency radiation pressure noise. However for any given frequency f0
there is an optimal power value Popt that minimize the readout noise spectral

density h̃ro
Popt = πcλmf2

0 (2.38)

Substituting Popt in 2.37, we get the quantum limitation to any interferometer
sensitivity:

hQL =
1

πfL

√
}
m

(2.39)

For a Fabry-Perot interferometer, the equations 2.37 and 2.38 depends by the
�nesse F, since the folding decrease the phase noises but increases displacement
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�uctuations:

h̃FPro =

√(
π

2F

)2

h̃2
shot +

(
2F

π

)2

h̃2
rp (2.40)

PFPopt =
(
π

2F

)2

Popt (2.41)

As expected, the quantum limit 2.39 is instead independent by the interferom-
eter con�guration.

2.3.7 Laser Instabilities

Frequency and amplitude instabilities of the laser can couple in many ways with
the interferometer di�erential arm signal. The amplitude �uctuation frequency
components, corresponding to the interferometer detection band, can propagate
to the antisymmetric port causing a strain noise

h̃afn =
∆Lrms
L

∆P
Pavg

(2.42)

where ∆Lrms is the root mean squared of the arm length di�erence respect to
the dark fringe condition and Pavg is the average power. Since ∆Lrms ' 10−12

m, the requirement is ∆P/P < 4 · 10−6. As we will see in the next chapter,
power �uctuations are stabilized with a feedback loop in both LIGO and Virgo.

The frequency noise is transmitted to the antisymmetric port due to un-
avoidable asymmetries between the arm lengths ∆L, the cavity �nesses ∆F and
the cavity losses ∆Plosses. The induced strain spectral noise can be written as

h̃lfn =
∆ν
ν

(
∆L
L

+
∆F

F
+

∆Plosses
Plosses

)
(2.43)

Assuming a global asymmetry of a few percent, in order to reach the sensitivity
goal of modern interferometers (see next chapter), we need to have ∆ν < 1·10−6

Hz/
√
Hz at 100 Hz. Since the typical frequency noise of a laser is about 8 orders

of magnitude greater than this value, multiple stages of active stabilization are
required.

2.4 Power and Signal recycling

The next generation of detectors, like Advanced LIGO (AdLIGO) and Advanced
Virgo, will use both signal and recycling cavities. Looking back at the equation
2.11, we note that, operating in dark fringe condition and in case of perfect
contrast, C = 1, all the beam power is re�ected towards the laser. The idea
behind power recycling is to put a mirror between the light source and the
beam splitter (see both LIGO and AdLIGO optical schemes of �g. 3.1 and �g.
3.2). This is equivalent to consider the rest of the interferometer as a single
mirror coupled with the recycling mirror in order to create a single Fabry-Perot
cavity with variable �nesse. In this way we increase the �eld stored in the
interferometer. The maximum recycling gain Grec is de�ned as the inverse of
how much light is lost per cycle in the interferometer. In present detectors
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Figure 2.7: E�ects of signal recycling on the sensitivity curve of a recycled
Fabry-Perot Michelson interferometer [25].

Grec ∼60 (see table 3.1 in the next chapter). This ultimately reduces the shot
noise by a factor

√
Grec.

The signal recycling scheme uses a party re�ecting mirror at the antisym-
metric port (�g. 3.2). This allows to tune the sensitivity of the interferometer
in a speci�c gravitational wave bandwidth. As in the case of the power recycling
scheme, the signal recycling mirror and the rest of the interferometer constitute
a single Fabry-Perot cavity. But the cavity, instead of being resonant at the
laser frequency fl, it resonates at fl ± fGW . So the sensitivity in this interval
is increased by the resonance quality factor. The price to pay is a degraded
sensitivity outside this range, which can be tuned by changing the signal recy-
cling mirror re�ectivity. An example of such e�ects on the sensitivity curve of
a recycled Fabry-Perot Michelson interferometer is shown in �g. 2.7.



Chapter 3

LIGO and Virgo

Interferometers

The Laser Interferometer Gravitational-Wave Observatory (LIGO) is an ex-
periment, coordinated by the California Institute of Technology (Caltech) and
the Massachusetts Institute of Technology (MIT), dedicated to the detection
and study of gravitational waves. The experiment consists of three in-vacuum
Michelson interferometers with 4 km Fabry-Perot resonant optical cavities. Two
interferometers, one with 4 km and one with 2 km arm length (called H1 and
H2), share the same vacuum envelope in Hanford, Washington. The third one,
with 4 km arms, is located in Livingston, Louisiana (labeled L1). Technical and
scienti�c research in LIGO is organized through the LIGO Scienti�c Collabora-
tion (LSC), constituted by 55 (as 2008) international colleges, universities and
research institutions.

Virgo, located in Cascina, Pisa, Italy, is a Michelson gravitational wave inter-
ferometer with 3 km Fabry-Perot cavities. The experiment has been developed
and built by a French-Italian collaboration (VSC) founded in 1989. Currently
the VSC counts about 250 members from several French, Italian, Dutch, Polish
and Hungarian institutions.

3.1 Optical Schemes

3.1.1 LIGO Optical Design

3.1.1.1 Initial LIGO

The initial LIGO detectors [26] have been designed to be sensitive to GWs with
strain amplitude as small as 10−21 and frequency in the band 40-7000 Hz . The
three interferometers (H1, H2, L1) adopt the power-recycled Michelson optical
scheme with Fabry-Perot arm cavities (�g. 3.1).

The test masses are 11 kg cylinders of 25 cm diameter and 10 cm depth made
with fused silica substrates. The mirror surface consists of multilayer dielectric
coatings manufactured to have an absorption loss of a few parts-per-million
(ppm) and scattering loss of 60-70 ppm.

The light source is a 10 W Nd:YAG laser, operating at 1064 nm, that is both

32



CHAPTER 3. LIGO AND VIRGO INTERFEROMETERS 33

Figure 3.1: Initial LIGO optical scheme. The Input Optics (IO) block contains
the laser stabilization and the phase modulators.

intensity and frequency stabilized. The power stabilization is implemented by
directing a sample of the beam to a photodetector, �ltering its signal and feeding
it back to the power ampli�er. Using this servo the laser power �uctuations are
reduced to ∼ 10−7/

√
Hz at 100 Hz. In order to keep the frequency noise below

to ∼ 10−2 Hz/
√
Hz, a two-stage high bandwidth (500 kHz) feedback loop is

adopted. After the stabilization the laser beam is phase-modulated with two
RF sine waves producing two pairs of sidebands at 24.48 MHz and 61.2 MHz
called resonant and non-resonant sidebands. The beam then reaches the mode-
cleaner, a 12 m cavity transmissive triangular cavity that is designed to transmit
the carrier and both the sidebands and additionally �lters the laser noise above
1 MHz. After the mode-cleaner, the beam hits the power recycling mirror
that re�ects the non-resonant sidebands and increases the carrier and sideband
powers by a factor 50 and 26.5 respectively. Finally the beam reaches the 50/50
beamsplitter and then the two input mirrors. Inside the Fabry-Perot cavities of
�nesse F = 220, the circulating power of the carrier, the only mode resonant, is
about 15 kW.

3.1.1.2 Advanced LIGO

Advanced LIGO is the �rst major upgrade to the LIGO gravitational wave
interferometers [27]. The sensitivity goals of the detectors are chosen to enable
the advance from plausible gravitational wave detection to likely detection and
rich observational studies of sources. Advanced LIGO promises an improvement
over initial LIGO in the limiting sensitivity by more than a factor of 10 over
the entire initial LIGO frequency band. It also increases the bandwidth of the
instrument to lower frequencies (from 40 Hz down to 10 Hz) in order to allow the
detection of black holes inspirals and unmodeled transient sources. Table 3.1
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Figure 3.2: AdLIGO optical scheme

summarizes the di�erences between initial LIGO implementation and AdLIGO
reference design parameters.

The AdLIGO optical con�guration is a Fabry-Perot Michelson interferometer
with dual recycling. The optical components that are introduced in AdLIGO,
as shown in �g. 3.2, are the signal recycling mirror, the output mode cleaner
cavity. The output mode cleaner is a triangular cavity used to �lter out non-
TEM00 mode carrier power. This greatly decrease the power that reached the
antisymmetric photodiode, lowering the shot noise with only a small reduction
in signal.

The �nesse of the Fabry-Perot cavities is increased to 450. The laser is
prestabilized and its power is increased to 180 W with more than 90% of the
beam at the fundamental mode TEM00. The resulting circulating power in the
arms is roughly 800 kW. The Nd:YAG pre-stabilized laser design resembles that
of initial LIGO, but with the addition of a more powerful output stage.

Respect to initial LIGO, the fused-silica mirrors for Advanced LIGO are
larger in diameter (~32 cm) to reduce thermal noise contributions and more
massive (~40 kg) to keep the radiation pressure noise to a level comparable to
the suspension thermal noise. The test masses are suspended by fused silica
tapered �bers, in contrast to the steel wire suspensions used in initial LIGO.
Fused silica has much lower mechanical loss (higher Q) than steel, and the �ber
geometry allows more of the energy of the pendulum to be stored in the earth's
gravitational �eld while maintaining the required strength, thereby reducing
suspension thermal noise.
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Parameters Initial LIGO
implementation

AdLIGO reference
design

Observatory arm lengths
(H1, H2, L1)

4 km, 2 km, 4 km 4 km, 4 km, 4 km

Minimum strain noise
(rms on 100 Hz band)

4× 10−22 < 4× 10−23

Displacement sensitivity
at 150 Hz

' 1× 10−19 m/
√
Hz ' 1× 10−20 m/

√
Hz

Laser wavelength 1064 nm 1064 nm
Arm cavity �nesse 220 450

Storage time 0.84 ms 1.7 ms
Optical power at laser

output
10 W 180 W

Optical power on test
masses

15 kW 800 kW

Power recycling gain
(Grec)

60 45

Input mirror
transmissivity

3% 1.4%

Test masses Fused silica, 11 kg Fused silica, 40 kg
Mirror diameter 25 cm 34 cm

Suspension con�guration
(BSC chambers)

4 passive stages
(Stacks)

4 passive stages
(QUAD) + 3 active
stages (HEPI +

BSC-ISI)
Suspension wire �bers Steel wires Fused silica

Table 3.1: Comparison between initial LIGO implementation and AdLIGO ref-
erence design parameters
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Figure 3.3: Virgo Optical Design.

3.1.2 Virgo Optical Design

Virgo optical scheme is shown in �g. 3.3. The principal components are

� The laser: it's a Nd:Yag with λ =1064 nm.

� The injection bench: it's constituted by the prestabilization cavity, used
to stabilize the laser frequency, by the mode cleaner input and output
mirrors and by the optics needed for alignment.

� The Fabry-Perot cavities: they are 3 Km long with a �nesse F = 50.

� The mode cleaner: it's a triangular cavity about 150 m long with F = 1000.
Two mirrors (the input and output mirrors) are mounted on the injection
bench, the third one is separated and connected to the injection through
a dedicated tube.

� The power recycling cavity: it's constituted by the recycling mirror and
by the interferometer itself. It's able to amplify the laser power by a factor
50 (1000 W at the beam splitter).

� The detection bench: it supports the output mode cleaner (a small tri-
angular cavity designed to increase the contrast) and the optics needed
to collimate the beam on the photodiodes. Outside there is an optical
bench where are located the photodiodes (InGaAs with quantum e�ciency
η = 0.85) used for the locking and the signal detection.

3.2 Vacuum systems

In order to isolate the test masses from acoustic noise and reduce the phase
noise, all the main VIRGO and LIGO optical components and beam paths are
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Figure 3.4: Vacuum system of the Hanford interferometer.

enclosed in ultrahigh vacuum systems.

3.2.1 LIGO Vacuum system

The LIGO vacuum system (�g. 3.4) was designed and constructed to ensure
that phase noise associated with scatter from residual gas species would allow
strain sensitivities of order 10−25 1/

√
Hz. To achieve this level of vacuum

quality (10−7-10−8 mbar), great care in the control of air leaks and residual
hydrocarbon contamination was required.

Two kinds of vacuum chambers are used in LIGO: Beam Splitter Cham-
bers (BSC) and Horizontal Access Module chambers (HAM). BSCs are approx-
imately 5.5 m high and hold the beam splitter and the main interferometer
mirrors. Each of the two interferometers at Hanford uses �ve BSC chambers for
a total of ten chambers. HAMs are smaller chambers used for the Mode Cleaner
and the Recycling cavity mirrors. The 4 km beam tubes have been built with
stainless steel processed to remove hydrogen and all their welded parts have
been baked out for many days. In this way it's possible to reach the required
level of vacuum only pumping from the ends of the tubes.

3.2.2 Virgo Vacuum system

Virgo vacuum system can guarantee a partial pressure of 10−9 mbar for hydro-
gen. An even stronger limit, 10−14 mbar, is reached for gaseous hydrocarbons,
since these compounds can stick on the mirrors surface, degrading their re-
�ectivity. Even though the towers containing the superattenuators (see next
section) are under vacuum, the presence of cables and electronics components
of the control system does not allow to reach the ultra-high vacuum levels of the
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Figure 3.5: Virgo vacuum system

tubes. To solve this problem, every tower is divided in two sections that com-
municates only through a narrow conductance hole necessary for the passage
of the metallic wire that sustains the last stage of the superattenuator. The
electronics is located in the upper section and is maintained at 10−6 mbar of
pressure. Fig. 3.5 shows the complete system: the tubes have a diameter of 1.2
m and are divided in 15 m sections. The overall volume, about 7000 m3, makes
Virgo the greatest vacuum system in Europe.

3.3 Seismic attenuation

As we have previously mentioned, the ground motion is the main low frequency
noise source for all terrestrial gravitation wave detectors.

Even though theoretically only the seismic noise components directed along
the beam should e�ect a GW interferometer, the earth curvature and the me-
chanics of the suspensions introduce unavoidable couplings between all the de-
grees of freedom. Since the seismic noise have to be reduced by over 11 orders
of magnitude, a seismic attenuation system must therefore be able to attenuate
along all the 6 degrees of freedom.

Two approaches are possible in the design of seismic attenuation systems:

� passive seismic attenuation
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� active seismic attenuation

3.3.1 Passive seismic attenuation

The idea behind passive attenuation is to use the fundamental property that the
response of a harmonic oscillator to seismic excitation is equivalent to a second-
order low pass �lter. The main advantage of this approach is that, since the
use of controls is kept to a minimum, the attenuation performance depends only
by the mechanical parts and is not limited by the actuators and sensors. This
makes the system extremely reliable over time. LIGO seismic isolation stacks,
LIGO/GEO600 triple and quadruple pendulums, Virgo superattenuator, HAM-
SAS, that will be described in the next subsections and in the next chapter, are
all examples of passive attenuation systems.

The simplest passive isolator we can consider is an unidimensional spring
with elastic constant k connected to a pointlike mass M . The equation of
motion is

Mẍ = −k(x− x0) (3.1)

De�ning the transfer function of a linear system as the ratio between the Fourier
transform of the output and the Fourier transform of the input, we can write

HX ≡
X

X0
=

ω2
0

ω2
0 − ω2

(3.2)

where ω0 =
√
k/M . If instead we apply to the mass an external force f ,

calculating the ratio between the Fourier transforms F and F0, we get the force
transfer function

HF ≡
F

F0
=

1
ω2

0 − ω2
(3.3)

As shown by the cyan and yellow curves of �g. 3.6, for frequencies ω � ω0,
Hx, HF ∝ 1/ω2 . Therefore in the frequency domain a simple spring is equiva-
lent to a low pass �lter with two conjugate poles at ω2

0 .
Now, we are going to consider the spring massive and introduce viscous

damping. Exciting the mass M with an external force f , assuming again unidi-
mensional motion along the x̂ axis, we can write:

Mẍ+mẍ0 + k(1 + iφ)(x− x0) + γẋ = f (3.4)

where m is the mass of the spring, γ is the damping coe�cient, φ is the so
called loss angle, a measure of the spring anelasticity. For an undamped low
loss spring (φ � 1), φ is approximately equal to the inverse of the oscillator
quality factor, φ ' 1/Q. Fourier transforming expression 3.4, we obtain:

−Mω2X −mω2X0 = −k(1 + iφ)(X −X0)− iγωX + F (3.5)

We can now write the displacement and force transfer functions:

HX =
ω2

0(1 + iφ) + m
M ω2

ω2
0(1 + iφ)− ω2 + i γM ω

(3.6)

HF =
1

ω2
0(1 + iφ)− ω2 + i γM ω

(3.7)
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Bode Diagram
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Figure 3.6: Position and Force transfer function magnitudes of a simple massless
spring (cyan and yellow curves) and a massive viscously damped spring (blue
and green curves) with f0 = 300 mHz, M = 1 kg, m = 0.001 kg, γ = 0.05,
φ = 0.001. The label shows the cuto� frequency (ωc/2π) above which the
position transfer function of the massive spring saturates.

As shown in the plots of last expressions magnitudes (blue and green curves
of �g. 3.6), we can de�ne a cuto� frequency ωc =

√
M/mω0 above which the

transfer function HX saturates at the level m/M . This means that, for a real
massive spring, the region of 1/ω2 attenuation is limited to the interval between
ω0 and ωc.

3.3.1.1 LIGO Seismic isolation stacks

The Seismic isolation stack (�g. 3.7) is a traditional mass-spring passive damp-
ening system, used in initial LIGO, that is able to provide 120 dB of horizontal
and vertical attenuation at 50 Hz [28]. It consists of several layers (four or three
depending on the isolation requirements) of massive elements separated by sets
of coil springs stu�ed with constrained layers of damping material. The system
is designed to have all its resonance frequencies in the 1.5-15 Hz range. The
damping material is sandwiched between aluminum slugs and phosphor bronze
walls, prior to coiling the springs. End caps are then e-beam welded onto the
open ends of each coil to prevent contamination of the vacuum by the lossy
damping material inside the spring. This results in a soft spring with mechan-
ical Q ∼ 30. In order to compensate the interferometer alignment for earth
tides, the stacks installed on the end mirrors are equipped with �ne actuators
that are able to translate the system together with the optic suspension by 90
µm along the beam axis in a DC-10 Hz frequency range.

3.3.1.2 LIGO Triple and Quadruple Suspensions

The Triple Suspension passive seismic attenuation device, based on the Triple
Pendulum design developed for GEO600 [29] - the German-British gravitational
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Figure 3.7: Seismic isolation stacks used in initial LIGO BSC (left) and HAM
(right) vacuum chambers. A three layer version is used for the input optics.

wave detector -, is made of a chain of three pendulums and is capable of provid-
ing 90 dB of horizontal attenuation and 50 dB of vertical attenuation at 10 Hz.
It's installed in every HAM vacuum chamber. The system (left photo of �g. 3.8)
is composed by three bodies, called top, intermediate, and test mass that weight
approximately 3 kg each and provide three stages of passive horizontal attenu-
ation. The T-shaped top mass is suspended from the top of an external cage
through two wires connected to two maraging steel blades. The blades are used
in order to provide vertical attenuation. The intermediate mass is connected to
the top mass through four wires and four maraging blades while the test mass is
connected to the intermediate with four silica �bers. Both intermediate and test
masses are made of fused silica. The triple pendulum has also 14 sensors and
actuators, 6 on the top mass and 4 on both the intermediate and test masses,
called OSEMs (Optical Sensor and ElectroMagnetic actuator). The top mass
sensors and actuators are used for 6-degrees of freedom active damping of the
structure resonances.

The input and end mirrors of AdLIGO will be suspended via a Quadruple
pendulum system (Quad) [30]. The Quad is designed to attenuate seismic noise
by about 120 dB and 70 dB at 10 Hz in the horizontal and vertical direction
respectively. As shown in �g. 3.8, the Quad mechanical design is essentially
the same of the Triple except for the number and weight of the masses. The
suspension is composed by two steel T-shaped bodies of 22 kg each, called top
and upper intermediate masses and two cylinders made of fused silica, called
penultimate and test masses, that weight 40 kg each. In order to decrease
the thermal noise, these last two stages are designed to be monolithic in the
sense that the masses are connected through four tapered silica �bers that are
pulled and welded with a CO2 laser based machine developed speci�cally for this
task [27]. Each of the four masses are suspended from two cantilever-mounted,
approximately trapezoidal, pre-curved, blade springs, and four steel wires, of
which two are attached to each blade. The blade springs are stressed to about
half of the elastic limit. The upper suspension wires are not vertical and their
lengths and angles gives some control over the mode frequencies and coupling
factors. The Quad solid-body modes are damped using OSEMs capable of
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Figure 3.8: A photo of the triple suspension (left), CAD 3D drawings of the
Quad (right)

0.1 nm sensitivity at 1 Hz on the upper stages and electrostatic actuators on
the mirror itself with switchable high- and low-force modes for acquisition and
operation respectively.

3.3.1.3 Virgo superattenuator

In order to get an uniform and gradual attenuation in all the degrees of freedom,
the superattenuator (SA) has been designed as a chain of mechanical �lters in
cascade [31].

The SA, shown in �g. 3.9, can be essentially divided in three sections:

� the standard �lters chain

� the pre-isolation stage

� the mirror control system

The entire chain, constituted by 6 �lters, is about 10 m long and therefore has a
main resonance frequency of 1

2π

√
g
l = 0.16 Hz. The �rst and last stages, called

�lter 0 and �lter 7, host the active controls of the suspension. Some of the
interferometer optical components require a lower level of seismic attenuation:
the injection bench, the detection bench and the mode-cleaner terminal mirror
are suspended from smaller SAs, about 2 m long, called short towers.

The standard �lters Each of the 4 standard �lters is designed to reduce the
propagation of mechanical vibrations by 2 orders of magnitude for frequencies
greater than 10 Hz. The central body of the �lter (see �g. 3.10) is constituted
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Figure 3.9: View from below of the VIRGO long superattenuator. We can
distinguish two of the three legs of the inverted pendulum and, from the top
to the bottom, the �lter 0, the standard �lters 1 to 4, the steering �lter, the
marionetta and the mirror�reference mass system.
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Figure 3.10: Section of a standard �lter. The part in red can move with respect
to the body of the �lter.

by a rigid steel cylinder of 70 cm of diameter, 18.6 cm of height and 100 Kg
of weight. The choice of these parameters is motivated by the need of an high
moment of inertia in order to have the lowest rotational modes frequencies. The
load of the lower stages is sustained through a series of elastic triangular blades
that, working as springs, are responsible for the vertical attenuation. Thanks
to their shape, the stress distribution, that is maintained at 2/3 of the material
elastic limit, is uniform along the blade. Every blade is bent before mounting,
so it can assume an horizontal con�guration after being loaded. After several
studies on the subject, the best material treatment to reduce the creeping of
the metal has been identi�ed [32].

The Pre-isolator The passive �lters chain is suspended from a stage dedi-
cated to low frequencies attenuation called pre-isolation stage [33]. This stage

is a mechanical oscillator along x̂, ŷ, ẑ, θ̂z with very low resonance frequencies
(f0 ' 30 mHz) compared to the standard �lters. The system, shown in �g. 3.9,
is constituted by three hollow rigid legs, connected to ground through Maraging
steel �exible joints, that support a plate called top stage on which the �lter 0
is located. The three legs can be physically described by an inverted pendu-
lum (IP) and they are responsible for the horizontal attenuation. A detailed
description of IP mechanical properties will be given in next chapters.

Mirror control system The mirror control system is constituted by the mar-
ionetta and the steering �lter. The latter, also called �lter 7, is a standard �lter
equipped with devices used to control the marionetta. Four columns about 1 m
long extend from the bottom of the �lter, each supporting a driving coil facing
a corresponding magnet �xed to each arm of the marionetta. By driving the
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Figure 3.11: Left: sketch of a typical LVDT. Right: Diagram of the electronics
used for read-out.

coils with proper currents, forces and torques can be applied to the marionetta
in order to control the position of the mirror in the 0.1-1 Hz band.

The marionetta, hanging from the steering �lter, is the last stage of the SA.
It is essentially a cross shaped structure supporting the mirror and the reference
mass, through four looping steel wires.

Final adjustment of the position of the mirror, along the beam direction,
above 1 Hz, are applied directly to reference mass that surrounds mirror.

Sensors and actuators As we can see in �g. 3.12, the sensors and actuators,
needed to control the IP, are mounted on the SA top stage and disposed in a
equilateral triangle con�guration. There are two kinds of sensors:

� Linear Variable Di�erential Transformers (LVDTs): LVDTs are displace-
ment sensors constituted by a primary and secondary windings (�g. 3.11).
The primary winding is fed with an audio frequency (usually in the range
10-20 kHz) sinusoidal signal. The secondary winding is composed by two
coils wound in opposite directions. When the primary winding is displaced
of an amount ∆x, a current with the same frequency of the primary signal
and modulated in amplitude proportionally to ∆x is induced in the sec-
ondary winding. A mixer is then required to demodulate the secondary
signal and produce a DC output proportional to ∆x. Virgo LVDTs are
linear within 1 % over a range of 1 cm.

� Accelerometers: they have been designed speci�cally for Virgo suspen-
sions. The accelerometer mechanical structure is constituted by a brass
rod loaded with two disks made of the same metal sustained by two plates
of CuBe, in order to form an inverted pendulum [34]. The disks mass is
chosen in order to obtain a resonance frequency of around 5 Hz, increasing
in this way the device sensitivity to the SA normal modes frequency range.
An LVDT of the same type of the one previously described is used to mea-
sure the masses positions respect to the suspension point. The device use
a feedback control system. The LVDT signal, after being �ltered by a
proportional�integral�derivative (PID) controller, is sent to a coil located
at one end of the rod. The coil is sensible to the �eld generated by a
permanent magnet �xed on the external structure and is able to maintain
the system in its equilibrium position working as an electronic spring. The
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system can be described by an harmonic oscillator with massm, resonance
frequency ω0 and quality factor Q. In the frequency domain, the restoring
force is proportional to the mass displacement:

fFB
m

= −F (ω)[x(ω)− x0(ω)] (3.8)

where F (ω) is the transfer function of the control network. Combining
(3.8) with the equation of motion, we get

fFB
m

=
H(ω)F (ω)

1 +H(ω)F (ω)
[−ω2x0(ω)] (3.9)

where

H(ω) =
1

−ω2 + iωω0/Q+ ω2
0

In the frequency range where the open-loop gain |H(ω)F (ω)| is much
greater than 1, we have

fFB
m

= ω2x0 (3.10)

and the restoring force is therefore proportional to the acceleration. The
sensitivity of the device is limited essentially by two types of noise: the
Johnson noise of the LVDT secondary coil (1 nV/

√
Hz at room tempera-

ture) and the noise of the ampli�er (0.8 nV/
√
Hz). The spectral sensitivity

function, de�ned as the minimum acceleration that induces the spectral
noise measured at the output of the demodulator, is �at for frequencies
lower than the resonance and can be written as

7 · 10−10m/s
2

√
Hz

(3.11)

This means that the sensitivity of the device to displacement is

8 · 10−13 m√
Hz

(3.12)

value that is more than 3 orders of magnitude lower than the seismic noise
(see the empirical law 2.20). The amplitude of the output signal can be
written as:

Vout = σ(g sin θ + ẍ) (3.13)

where σ is a calibration parameter and θ is the angle between the ac-
celerometer, located on the top table, and the horizontal direction, called
tilt angle.

Two types of actuators, electromagnetic and mechanical, are installed on the
SA top table:

� coil-magnet: they are constituted by a couple of coils and by a central
magnet of cubic shape (4 cm side) connected through a thin metallic
beam.

� motor-spring: they are made by two horizontal springs connected to the
inverted pendulum legs through a support moved using an endless screw
controlled by an electric motor.
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Figure 3.12: The sensors and actuators located on the VIRGO SA top table.

3.3.2 Active seismic attenuation

While the use of active controls in passive seismic attenuation systems is limited
only to the damping of the mechanical structure normal modes, active attenu-
ators heavily rely on control systems to reduce the ground motion.

3.3.2.1 HEPI

HEPI is an acronym for Hydraulic External Pre-Isolator [35], which in essence
explains its functionality. The vacuum chambers installed at LIGO Livingston
Observatory were initially isolated from ground noise by the seismic isolation
stacks. This turned out to be inadequate since ground noise caused by passing
trains, heavy lumber transportation, etc were ampli�ed by the stack resonance
frequencies. Every BSC vacuum chamber of AdLIGO will be equipped with
HEPI.

HEPI is an active seismic attenuation system (�g. 3.13), capable of detecting
real time ground noise and immediately compensating by displacing the piers
of each optics vacuum chamber in a direction opposite of the motion caused by
the ground noise, thus maintaining equilibrium for the chamber and its installed
optics.

HEPI consists of �ve equally important mechanical entities:

� Rigid frame capable of supporting the weight of each vacuum chamber
corner,

� O�oad springs supporting the payload of each corner pier
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Figure 3.13: Left picture: drawing of a BSC chamber equipped with HEPI (red
parts) and with isolation stacks (the crossed structure on top of the chamber).
Right picture: diagram of the feedback loop used in HEPI.

� Vertical hydraulic actuator with �exible bellows, driven by a hydraulic
servo valve, capable of causing payload o�set in the vertical direction

� Horizontal hydraulic actuator with �exible bellows, driven by a hydraulic
servo valve, capable of causing payload o�set in the horizontal direction.

Geophones and position sensors are used to measure displacement caused by
ground noise, giving feedback to the HEPI control system. In right side of
�gure 3.13 is shown the feedback loop from the seismometer (STS-2) placed
on the ground and the geophone (Geo) placed on each corner of the vacuum
chamber crossbeam. The feedback signals are passed through a blended and
corrected high-pass �lter before giving input back to the hydraulic actuation
system, taking compensating action.

3.3.2.2 BSC-ISI and HAM-ISI

The BSC and HAM Internal Seismic Isolation systems (BSC-ISI and HAM-
ISI) are respectively double- and single-stage active attenuators designed by J.
Giaime, B. Lantz and their collaborators at LSU and Stanford University. Their
designs are both derived from a prototype built and tested between 1990 and
2000 at JILA laboratory [36]. BSC-ISI and HAM-ISI are capable of providing
40 dB and 70 dB respectively of horizontal and vertical attenuation at 1 Hz.
The BSC-ISI, shown in the top picture of �g. 3.14, will be installed in every
AdLIGO BSC chamber and is constituted by three sections:

� Stage 0: an external frame designed to be interfaced with the HEPI pre-
isolator that holds three pre-bent maraging blade springs connected to
Stage 1 with sti�ness chosen to obtain resonance frequencies in 2-6 Hz
range.

� Stage 1: is the main isolation �lter. The structure is designed to have res-
onance frequencies well above 50 Hz (the unity gain frequency of the servo
system) and is connected to the other stages through sti� maraging blade
springs. The signals used for control are obtained blending three sen-
sors for each degree of freedom: two inertial sensors, a Streckeisen STS-2



CHAPTER 3. LIGO AND VIRGO INTERFEROMETERS 49

broadband seismometer and a Geotech Instruments GS-13 geophone, that
measure the platform motion respect to their suspended test masses and
a position sensor that measures the displacement respect to the adjacent
stage. The actuators consist of permanent magnets and non-contacting
voice coils.

� Stage 2: supports the QUAD suspension. The stage is controlled using a
position sensor and a geophone for each degree of freedom and the Stage
1 seismometer signals.

HAM-ISI is designed to respect the less stringent AdLIGO requirements (see
next chapter) for the HAM chambers. It is constituted by

� Stage 0: a 190x150x10 cm aluminum plate supporting three posts that
pass through next stage and hold three blade springs, with the same char-
acteristics of those used in BSC-ISI, connected to Stage 1 through 4 mm
thick maraging steel rods.

� Stage 1: the stage mechanics has been designed in order to be very sti�
to bending and have high resonance frequencies. The structure, shown
in bottom picture of �g. 3.14, is a thin walled hexagonal aggregate of
closed cells separated by vertical plates. Stage 1 hosts all the sensors and
actuators used for control: 6 GS-13s (the gray cylinders) that provide
high frequency information (between 500 Hz and 0.5 Hz), 6 displacement
sensors that provide alignment and low frequency information (between
10 Hz and DC), 3 horizontal actuators that are adjacent to the horizontal
GS-13s and 3 vertical actuators located below the vertical GS-13s.

� Optical Table: an hexagonal platform circumscribed around a 193 cm
circle that support the payload.
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Figure 3.14: CAD rendering of the BSC-ISI (top) installed in its vacuum cham-
ber. Top view of the HAM-ISI isolation stage (bottom) with the table top
removed to show the placement of major components .
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HAM-SAS Modeling
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Chapter 4

HAM Seismic Attenuation

System

4.1 HAM-SAS Mechanical Design

The HAM-SAS (�g. 4.1) [37, 38, 39] is a passive Seismic Attenuation System
which is designed to provide 70-80 dB of horizontal and vertical attenuation
above 10 Hz. Originally conceived for the isolation of the Output Mode Cleaner
optics, it represents a low cost and less complex alternative to the HAM-ISI ac-
tive system (see subsection 3.3.2.2) for the support of the HAM optical benches
of the future Advanced LIGO interferometers. Without introducing any addi-
tional stage the mechanical structure could be scaled up and adapted to the
requirement of BSC chambers.

The mechanical design is based on several years of R&D by the Caltech SAS
group. The system is composed of

� A four leg Inverted Pendulum (IP) table for horizontal attenuation

� 4 Monolithic Geometric Anti-Spring (MGAS) �lters dedicated to vertical
attenuation held together by a rigid rectangular cage called Spring Box
(called MGASF Box in �gure 4.1).

� A set of 8 nm resolution LVDT position sensors and 8 voice-coil actuators
to be used for active attenuation

In HAM-SAS the horizontal and vertical degrees of freedom are mechanically
separated and orthogonal. A rectangular symmetry instead of the commonly
used (Virgo, TAMA experiments) triangular symmetry is used in order to adapt
the system to the HAM vacuum chamber geometry and to match the optical
table symmetry and dimension.

4.1.1 Horizontal Stage

4.1.1.1 Basic Theory of Inverted Pendulum

The Inverted Pendulum (IP) is a tunable mechanical oscillator widely used for its
good horizontal seismic attenuation performance. It is typically implemented
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Figure 4.1: Sketch of HAM-SAS mechanical system, and the improved pitch/roll
stabilizing device of the optical table. Black bold lines indicate elastic structures,
same color �lled parts indicate rigid structures.

using aluminum legs and maraging steel �exible joints. Resonant frequencies
of tens of mHz have been routinely reached in many systems (Virgo, TAMA)
simply increasing the payload. One of the main advantages of the IP is its
very easy controllability. The force needed to statically move the load M of
an amount x, at frequencies f � f0 is simply F ∼ Mω2

0x. This means we
can move the IP of a considerable amount introducing only limited noise in the
interferometer detection band.

A simple unidimensional model is shown in �g. 4.2. It is constituted by a
load of mass M supported by a rigid rod of length L, mass m and moment of
inertia I connected to ground through a �exible joint with angular sti�ness κ.
Neglecting the viscous damping, the Lagrangian of the system can be written
as

L = TLoad + TLeg − ULoad − ULeg − UFJ (4.1)
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with

TLoad =
1
2
Mẋ2 (4.2)

TLeg =
1
2
mẋ2

c +
1
2
Iθ̇2 (4.3)

ULoad = Mgz (4.4)

ULeg = mgzc (4.5)

UFJ =
1
2
κθ2 (4.6)

Considering the system in the small oscillations condition and assuming the leg
uniform we can rewrite the Lagrangian as

L =
1
2
Mẋ2+

1
8
m(ẋ+ẋ0)2+

1
2
I

L2
(ẋ−ẋ0)2+

1
2
g

L

(
M +

m

2

)
(x−x0)2− 1

2
k(x−x0)2

(4.7)
where k = κ/L2. Calculating the Euler-Lagrange equation and making the
Fourier transform, we obtain the IP transfer function

X(ω)
X0(ω)

=
ω2

0 + βω2

ω2
0 − ω2

(4.8)

where the resonance frequency ω0 is

ω0 =
k − (M +m/2)g/L
M +m/4 + I/L2

(4.9)

and

β =
m/4− I/L2

M +m/4 + I/L2
(4.10)

Comparing the expression 4.9 with the resonance frequency of a simple
spring, we see that gravity acts as an antispring with an approximate sti�-
nessM g

l . Even if theoretically we could obtain an arbitrary low ω0 by changing
the load and the joint sti�ness, in order to avoid instabilities in the system, we
have to choose a conservative value of the resonance frequency (f0 > 10 mHz).

Plotting the transfer function, see �g. 4.2, we notice the critical e�ect of
the factor β on the attenuation. For β 6= 0 the curve saturates as in the case
of a massive spring. This is caused by the center of percussion e�ect (COP):
at high frequencies the IP leg actually rotates around a point, called center of
percussion, that does not coincide with the hinge point of the �ex joint. The
solution to this problem is to place a counterweight on the bottom of leg to
change its moment of inertia, trying to obtain the smallest possible value of β.

4.1.1.2 HAM-SAS IP

As shown in the left picture of �g. 4.3, the IP leg used in HAM-SAS (A) is a
5 cm diameter, 50 cm length, tube made of aluminum. It connects to ground
through a sti� cylindrical �ex joint (B) made of maraging steel. Rigidly con-
nected to the bottom end of the leg is a light aluminum bell, which carries a
circular counterweight mass (C) at its bottom rim. As we have seen in previous
paragraph, the counterweight is essential in obtaining the desired level of hori-
zontal attenuation. The top of the leg is sliced on a diameter for a width of 2
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Figure 4.2: A simple model of an IP: sketch (top), transfer function for f0 = 30
mHz and several values of β (bottom).

cm to allow the passage of the bridge (D) bolted to the spring box top plate. A
2.5 cm length thin wire �exture (F), called Little Pendulum, extends from the
cap (E) to the bridge providing a �exible connection to the spring box plate.
As we will see in the next chapter it essentially behaves as a spherical joint.

4.1.1.3 Tilt stabilizing device

In order to increase the angular sti�ness of the optical table, a temporary
pitch/roll stabilizing device (see �g. 4.1) has been introduced. Such a device
comprises a vertical shaft, four helicoidal springs, and four wires. The shaft is
connected to one end to the plate supporting the optical table. The other end
holds the helicoidal springs each one attached to the spring box corners through
a wire. Four screws, each one placed between a wire and a corner, allow the �ne
tuning of pitch and roll DOFs.

The tilt stabilizing device can be improved implementing two alternative so-
lutions. One simple solution is to damp the modes introduced by the stabilizing
device using dissipative mechanical dampers. Measurements have shown that,
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using a simple elastic-polymer damper, the resonances quality factor are reduced
by a factor 100. An alternative solution is the redesign of the device as shown
in the right side of �gure 4.1 where the resonances are eliminated by replacing
springs and wires with �ex joints and rigid hollow structures analogous to those
used in the IP legs.

4.1.2 Vertical Stage

It is more di�cult to generate clean, low noise and compact mechanical oscilla-
tors with low resonant frequency in the vertical direction [40]. Helical springs
tend to rotate while extending or contracting and are excessively long if low-
frequency isolation is required. To avoid this problem almost every GW exper-
iment uses cantilever blade springs of some kind and, when helical springs are
used, counter-wound springs cancel the extensional-torsional coupling.

Compact springs even cantilever blades tend to be sti� and oscillate at too
high frequencies. Several techniques have been developed to soften them up and
suitably reduce their resonant frequency. The precursors of this technique were
the magnetic anti-springs in the Virgo super attenuator chains. The use of anti-
springs in parallel to the cantilever blades to reduce the spring's vertical resonant
frequency around their working point, naturally introduced nonlinearity in the
spring's behavior. While anti-spring equipped springs behave like normal lower
frequency harmonic springs for small oscillations, their oscillations progressively
deviate from purely sinusoidal for larger excursions and their resonant frequency
changes if signi�cant changes of load or temperature shift the spring equilibrium
point.

4.1.2.1 Monolithic Geometric Anti-Spring

The MGAS (�g. 4.3) is a vertical oscillator which uses a crown of radially
compressed curved blades to provide the mechanical compliance [41]. The blades
are clamped on one end to a plate, and connected on the other end to a small
disk. The load connected to the disk compresses and bends the blades. Each
MGAS �lter houses 8 blades, and depending on their thickness, each blade they
can carry up to 38 kg. The blades stress is kept down to 40% - 60% of the
yield point. Acting on the position of the clamps one can change the blades'
compression, and tune the MGAS resonant frequency down to 100 mHz.

At frequencies lower than a critical value the GAS �lter's vertical transmissi-
bility from ground to the payload has the typical shape of a simple second order
�lter (�g. 4.4) transfer function. Due to the distributed mass of the blades, the
transfer function saturates at high frequency, limiting the attenuation at -60dB.

4.1.2.2 MGAS Magic Wands

As we have seen in paragraph 3.3.1, a real massive spring can provide 1/ω2

attenuation only in a frequency range ω0 < ω < ωc. Above that cuto�, the
transfer function saturates at a level β = m/M . Rewriting eq. 3.6 for an
undamped massive spring, we have

Hz =
ω2

0(1 + iφ) + βω2

ω2
0(1 + iφ) + ω2

(4.11)
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Figure 4.3: HAM-SAS IP (left) and MGAS (right) 3D CAD renderings

Since β is related to the mass distribution of the blades, we can use the center
of percussion e�ect, in analogy of what what is done (see paragraph 4.1.1.1) for
the inverted pendulum, to extend the attenuation range.

For this reason, a device equivalent to the IP counterweight (�g. 4.5), called
�magic wand� has been developed [42]. It can be used to tune the e�ective
MGAS COP, further improving the vertical �lter attenuation for frequencies
above a few Hz. The magic wand goes in parallel to the MGAS. It is constituted
by a thin-wall carbon �ber tube hinged to the �lter frame ring and the central
keystone. A counterweight is attached to one in end in order to move the wand's
COP out of the pivot.

A rigid body model of the system is shown in �g. 4.5. We will use this
model in the next chapter. The MGAS is represented by a vertical undamped
spring with linear sti�ness k. The wand's tip and of the counterweight distances
from the pivot point are the two arms lever L and l respectively. The wand is
modeled as a massless hollow cylinder of length L+ l, while the counterweight
is considered a pointlike mass µ. We can now write the Lagrangian LMW of the
system:

LMW = TLoad + TMGAS + TCW − UCW − UMGAS (4.12)

with

TLoad =
1
2
Mż2 (4.13)

TMGAS =
1
2
meff

(
leff
L

)2

ż2 +
Ieff
2L2

(ż − ż0)2 (4.14)

TCW =
1
2
µ

(
l

L

)2

ż2 (4.15)

and

UCW =
1
2
gµl

( z
L

)2

(4.16)

UMGAS =
1
2
k(z − z0)2
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Figure 4.4: MGAS experimental transfer function magnitude (top) and phase
(bottom). The high frequency plateau make the attenuation saturate at -60dB.
It is more likely that the acoustic noise is dominant above 50 Hz where the
accelerometers work as microphones.
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Figure 4.5: Top: Photo of one of the four magic wands that can be installed on
each MGAS �lter to improve its attenuation performance. Bottom: sketch of a
simple rigid body mechanical model used in the text.

Obtaining the resulting equations of motion and calculating their Fourier trans-
form, we can write the position transfer function in the form:

H =
Z(ω)
Z0(ω)

=
ω2

0 −Aω
ω2

0 −Bω
(4.17)

where ω2
0 = k/(M + µl2/L2) and A and B are two constants. Theoretically

choosing an appropriate value for the wand moment of inertia µl2, in order to
have A = 0, we could restore the in�nite 1/ω2 unlimited attenuation of a simple
spring. In practice it's impossible to obtain the ideal value of µl2 and a complex
conjugate zero appears in the transfer function, in a similar way to what we
have seen for the IP when β 6= 0.

4.1.3 Sensors and Actuators

4.1.3.1 LVDTs

HAM-SAS contains two sets of four LVDTs [43] for the controls and an addi-
tional set for monitoring. Each of the control LVDTs is co-located with a coaxial
voice-coil actuator (�g. 4.6). Four vertical LVDTs, coaxially located inside the
GAS �lters, measure the vertical positions of four points of the optics table
with respect to the spring box. Four horizontal LVDTs, located in correspon-
dence of the inverted pendulum leg, measure the horizontal displacement of the
spring box. The last four are witness LVDTs mounted underneath the top plate
supporting the optics table and measure directly the displacement of the table
respect to the base, three horizontal and one vertical.

A VME LVDT driver board have been used in HAM-SAS control. The
LVDT board speci�cations are:
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Figure 4.6: Photo of an horizontal LVDT and its associated electromagnetic
actuator used in HAM-SAS

� 8 independent channels, �rst channel set as master in master-slave trigger
con�gurations.

� One single-ended output per channel for signal monitoring

� One single-ended input, for external oscillator operation

� One single-ended output, for board synchronization

� Master-slave/asynchronous operation selectable through onboard jumpers.

� External/internal oscillator operation selectable through onboard jumpers.

� ± 22 Vpp primary output voltage

� ±15 V - ±18 V Supply operating voltage.

� 3 24-pin connectors for LVDT primary winding excitations, LVDT sec-
ondary winding readbacks, ADC

The circuit, shown in �gure 4.7, is based on the Analog Devices Universal LVDT
Signal Conditioner AD698 chip [44]. The component feature are

� Tunable Internal oscillator from 20 Hz to 20 kHz

� Double channel demodulator: two synchronous demodulator channels are
used to detect primary and secondary amplitude. The component divides
the output of the secondary by the amplitude of the primary and multi-
plies by a scale factor in order to improve temperature performance and
stability. In this way a typical o�set drift of 5 ppm/0C and a typical gain
drift of 20 ppm/0C are reached.

� Tunable low pass �lter for each demodulator

� Amplifying stage at the output
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A phase compensation network is used to add a phase lead or lag to one of the
modulator channels in order to compensate for the LVDT primary to secondary
phase shift. A low noise instrumentation ampli�er, INA217, is used for LVDT
secondary readbacks di�erential input. Speci�cally designed for audio signal
ampli�cation, this component has a voltage noise of 1.4 nV/

√
Hz at 1 kHz and

a THD of 0.004% at 1kHz for a 100 gain factor. The gain can be adjusted
through an external potentiometer. A wide-band fully di�erential ampli�er,
THS4131, is used for primary winding excitation output.

Several measurements have been done in order characterize the performance
of the three versions of the board [45]. An experimental setup, composed by
a 50 µm resolution Line Tool micropositioner �xed on an optical table and
rigidly connected to the LVDT primary winding, has been used. Several cus-
tom made Horizontal LVDT prototypes have been realized in order to determine
the optimal ratio between the radii of primary and secondary windings. LVDT
spectral density noise measurements (�gure 4.8) have been done after centering
the LVDT primary coil to get zero signal output. Several independent mea-
surements have been performed to cover di�erent frequency ranges. Calibration
measurements have shown a low level of nonlinearity (less than 1% of the range).
Residual displacement noise of 2 nm/

√
Hz @ 10 Hz has been measured for both

LVDTs. Crosstalks of 1% between the horizontal and longitudinal and between
horizontal and vertical degrees of freedom have been obtained. The results
obtained in an optimized con�guration are summarized in the following table:

Horizontal LVDT Vertical LVDT

Nonlinearity 0.88% 0.26%
Sensitivity 6.49 V/mm 7.85 V/mm
Range 20 mm 20 mm

Displacement Noise 2 nm/
√
Hz @ 10 Hz 2 nm/

√
Hz @ 10 Hz

4.1.3.2 Electromagnetic Actuators

In the Virgo seismic isolation system, a contact-free actuator was achieved using
two large coils in a Helmholtz pair con�guration, and a small permanent dipole
magnet in the central volume of constant �eld gradient. In the Helmholtz pair,
the two coils are positioned so that the increasing �eld gradient of one coil is
canceled by a corresponding decrease in the other coil. Su�cient gradient uni-
formity is obtained in a volume typically 5% of the coil dimension. The main
disadvantage of this con�guration is that, in order to obtain a reasonable move-
ment range, large coils are required along with a corresponding large dissipation
of power in vacuum. To alleviate this problem a relatively large permanent mag-
net dipole is used. However a disadvantage of this scheme is that the absence of
a magnetic �eld returns yoke allows formation of large dimension open magnetic
�elds, which can either perturb or be perturbed by external �elds. Additionally,
relatively large currents (and power dissipation) are necessary to produce the
required forces.

For this reason, the SAS group designed and implemented a contact-free
actuator [46] made of a racetrack coil mounted on the IP table, �oating in the
con�ned magnetic �eld of a twin-gap magnetic yoke. The yoke is attached to
the external reference structure and energized by two permanent magnets. A
current passing through the coil will generate a force proportional to the integral
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of the yoke's magnetic �eld combined with the distributed current in the coil.
This arrangement does not generally produce a force that is independent of the
relative position of the coil and the yoke. A careful design of both the coil and
yoke solved this problem.

4.2 HAM-SAS Prototype testing

The installation and commissioning of HAM-SAS was done at the LASTI (LIGO
Advanced System Test Interferometer) facility during a short period of less than
four months. The LASTI is made up of standard full-scale LIGO vacuum cham-
bers, arrayed in an 'L' con�guration with arms lengths of 15 m. Measurements
to characterize the performance of HAM-SAS mechanical system were done un-
der vacuum to eliminate acoustic noise, air �ow perturbations, and to reduce
thermal drifts.

4.2.1 Experimental Setup

The tests performed at LASTI tried to simulate the AdLIGO conditions. As
shown in �g. 4.9, the triple pendulum suspension was installed on the optical
table and several weights were arranged to simulate the same mass distribution
and height of the optics that will be installed.

4.2.1.1 Geophones

Six unidirectional Mark L-4C geophones were placed on the optical table and
suitably oriented to detect the residual excitation of all the six DOFs. As shown
in �g. 4.9, three of them are aligned with the optical table plane in a pinwheel
con�guration while the remaining three are orthogonal, disposed in a triangular
con�guration.

Geophone are simple passive electro-mechanical sensors. Mark L4C model
contains a permanent magnet and a moving coil attached to a 1 kg proof mass
suspended on soft springs with resonant frequency around 1 Hz. For frequencies
greater than the mechanical resonance, the geophone produces an output voltage
proportional to the relative velocity of the mass, ẋ−ẋg, measured with respect to
the permanent magnet which is �xed in the housing of the transducer. For lower
frequencies, voltage falls as proof mass motion starts to follow ground motion.
In a more subtle way, because of the Principle of Equivalence, at low frequency,
geophones are a�ected by tilt- to-horizontal coupling, which prevents them from
distinguishing the accelerations along x and y from the angular ones along θx
and θy. For this reasons an high pass �lter that removes the components below
100 mHz from the output signal has been used. Moreover, in order to pass from
velocity to position, a simple calibration �lter constituted by a single pole at
low frequency, has to be applied to the signal.

4.2.1.2 Seismometers

Three tri-axial force-feedback Guralp CMG-40T seismometers, placed around
the HAM chamber in an L con�guration, measured the six-DOF excitation of
the ground. As in the case of geophones, Guralp CMG-40T generates an output
signal proportional to the ground velocity in a frequency band that is declared
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by the manufacturer to be between 0.033 Hz and 50 Hz. The seismometer uses
two independent sensors for horizontal and vertical DOFs that can be considered
orthogonal with an accuracy of 0.2 degrees. The horizontal sensor is constituted
by an inverted pendulum supported by two parallel leaf springs while the vertical
one consists in a mass, connected to an horizontal blade spring. The total weight
of each sensor is approximately 35 g.

4.2.1.3 Optical Lever

The optical lever monitors the triple pendulum providing an auxiliary measure-
ment of the optical table motion along θz and θy. A diode laser, positioned
on top of a pier just outside the HAM chamber, emits a beam that enters the
chamber through a glass porthole and hits the mirror in the middle of the bot-
tom mass of the triple pendulum. The re�ected beam reaches the center of a
QPD (Quadruple Photo-Detector) sensor placed right next of the laser source.
A QPD is made of a four quadrant photodiode in which each quadrant gives a
voltage proportional to the impinging power. The signal share between the four
channels depends on the position hit by the beam spot. The linearity range and
sensitivity of this detector depend on the laser spot size.

4.2.2 Measurements

Figure 4.10 shows the measured transmissibility along the Cartesian coordinates
x, y, z from ground to the optical table. The plot is obtained calculating the
transfer function between the signals of the geophones placed on the optical
table and the ambient anthropogenic noise measured by the Guralps. The �rst
resonance at approximately 65 mHz, present in x and y plots, corresponds to the
IP �exible joints resonant frequency. The resonance at approximately 100 mHz
in z plot is due to the MGAS resonance frequency. The second peak in x and y
at 125 mHz indicates a crosscoupling between the horizontal and vertical DOFs
that is due to the fact that the Spring Box platform is probably tilted respect
to ground. The third resonance in x and y at 265 mHz is caused by a horizontal
resonant frequency of the MGAS springs. This resonance is due to the fact that
the optical bench is connected to the MGAS �lters by four vertical small piers.
Those piers couple to the angular compliance of the MGAS �lters, allowing
horizontal motion. Below about 50 mHz the measurement showed almost zero
coherence due to the poor sensitivity of the seismometers. Peaks between 15
Hz and 30 Hz are due to internal resonances attributed to the tilt stabilizing
device.

The seismic attenuation performance measured with all the active controls
on is shown in �g. 4.11 for x and z DOFs. The red curves shows the seismic
noise measured by the Guralps, while the blue ones are the optical table motion
obtained from the geophone signals. We see that the measurements meets the
AdLIGO HAM requirements in most of the frequency range with the exception
of a few regions. Along z for f ' 200 mHz and along x for f . 100 mHz,
the noise introduced by the suspension exceeds the seismic motion. This is
caused in the �rst case by the MGAS �lters resonance frequency while in the
second one is probably due to imperfect controls designed over a not �ne enough
diagonalization of the physical plant matrix. The marked peak at around 20
Hz is a spurious resonance and appeared after the installation of the tilt sta-
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bilizing springs. Two possible solutions to this problem have been described in
subsection 4.1.1.3.
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Figure 4.7: Schematics of LVDT Board master channel
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Figure 4.9: Optics table installed on HAM-SAS for measurements and testing
inside the LASTI HAM vacuum chamber.
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Figure 4.10: Experimental transmissibilities along x (blue), y (red) and z (green)
obtained calculating for each DOFs the transfer function between the Geophones
signals and the ground motion measured by the Guralps.
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Figure 4.11: HAM-SAS prototype measured performance along x and z DOFs.
All controls are active. Red curves are the power spectra of ground motion
measured by the Guralps, Blue curves represent the displacement spectra of the
Optical Table obtained from the Geophone signals. Gray and Magenta curves
are the HAM AdLIGO requirements.



Chapter 5

HAM-SAS Analytical

Multibody Modeling

During HAM-SAS designing phase, in order to evaluate its performance and
allow the design of the control system, we developed two sets of multibody,
three-dimensional, multiple-degrees of freedom models. The set described in
this chapter is constituted by linear analytical models written in Maple symbolic
language, while the one detailed in chapters 6 and 7, consists of non-linear
numerical models developed with MultiBody Dynamics (MBDyn) simulation
software. In both model sets the angular wires' sti�ness is neglected and the
dissipation mechanisms are accounted using viscous damping to approximate
structural/hysteretic damping.

5.1 Modeling of mechanical systems

Models of vibrating systems can essentially divided in two broad classes [47],
lumped or continuous, depending on the nature of their parameters. In the
case of lumped-parameter systems, the components are discrete with the mass
assumed to be rigid and concentrated at individual points and with the sti�ness
in the form of massless springs. This approach is commonly called multibody
dynamics modeling. The motion of this systems is described by ordinary dif-
ferential equations, one for each mass, and the number of masses de�nes the
number of degrees of freedom of the system. Since for each independent vari-
able we have an initial condition, this kind of problems are known as Initial
Value Problems.

When the elastic components cannot be regarded as equivalent springs, be-
cause their mass is no longer negligible, the system has to be described with a
continuous-parameter model. In this case the mass and sti�ness parameters are
in general function of the spatial variable x, and referred to as distributions,
with the mass being given in the form of mass linear density. The displace-
ments are now dependent by x and by the time t. As a result the motion of
distributed-parameter systems is governed by partial di�erential equations to
be satis�ed over the domain of the system. This means that the equations are
subject to boundary conditions at the end points of the domain, and we have
to solve a Boundary Value Problem.

69
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Since, for the most part, this kind of problems doesn't admit exact solution,
several approximate methods have been developed. The Finite-Element Method
(FEM) is the most common technique used to simulate complex continuous-
parameter systems. This method tries to �nd an approximate solution of the
equation of motion in the form of linear combinations of known trial functions
multiplied by undetermined coe�cients. The trial functions extend over small
subdomains of the system, called �nite elements, and are usually constituted by
low degree polynomials.

Although the most common way to simulate a complex mechanical system
is by means of FEM techniques, this approach for HAM-SAS was not entirely
successful. Even though FEM simulations have been useful to study the internal
modes of the rigid structure [48, 49], they were unable to accurately reproduce
its dynamic behavior, especially at low frequency. For this reason, a multibody
approach was preferred.

5.2 Model description

Let's list �rst the most important approximations used in the model:

� Lumped-parameter system,

� elastic elements approximated using quadratic potentials, i.e. small oscil-
lation regime,

� dissipation mechanisms accounted using viscous damping to approximate
structural/hysteretic damping,

� system assumed to be symmetric enough to separate horizontal displace-
ments x, y, and yaw θz from pitch θy roll θx and vertical displacement
z,

� internal modes of the mechanical structures not accounted,

� angular wires' sti�ness neglected,

Using lumped elements limits the accuracy of the simulation to frequency lower
than the lowest internal frequency. HAM-SAS is expected to have internal
modes frequencies starting at around 100 Hz.

The reason of using viscous instead of hysteretic damping is because of the
need of having a straightforward state-space representation for time domain
simulations studies. In the small oscillation regime, the major di�erence between
the two kind of damping is that the viscous damping changes the resonant
frequencies of the modes. Practically, this turns out to be just a minor drawback
because resonances are tuned to some nominal frequencies.

A symmetric system such as HAM-SAS has some orthogonal degrees of free-
dom that simplify the implementation of the dynamic model. Asymmetries
are expected to introduce coupling no more than 1% among degrees of free-
dom. Therefore, for seismic attenuation performance estimation purposes such
approximation should be reasonable.

Neglecting angular wires' sti�ness produces an underestimation of the pen-
dular modes frequencies, which is negligible in our case vis-a-vis the wires' cross
section and tensions.
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Optical Table
z, Yaw

y, Pitch

x, Roll

Spring Box

Figure 5.1: Simpli�ed sketch of the analytical mechanical models developed (IP
counterweight bells, MGAS wands and wands' counterweights not shown).

Figure 5.1 shows a sketch of this mechanical model with rigid bodies, linear
springs, and �exural joints. Inverted pendulums counterweight bells and MGAS
wands and wands' counterweights are not shown for sake of simplicity. More
detailed sketches are shown in �gures 5.2 and 5.4.

The physical parameters used in the model have been in part extracted
from HAM-SAS o�cial production drawings [50], in part evaluated to match
experimental data acquired on several prototypes. Masses and moments of
inertia have been calculated using SolidWorks CAD from the three-dimensional
drawings of the system realized by Y.Huang.

In the model the entire mechanical system is sitting on a base which is used
to excite the Attenuator in all the 6 degree of freedom. Internal resonances of
the IP legs and other supporting structures are not included in the simulation.

The mechanical model has been implemented using scripts in Maple symbolic
language. Those scripts produce a state-space representation of the system that
can be easily imported into Matlab and Simulink for control simulations. The
way that the code has been written is such that allows to progressively introduce
new features to improve the accuracy and remove degrees of freedom to check
the consistency of the simulation. For example, it is possible to freeze all the
degrees of freedom but the one describing the IP and verify that the model gives
the expected simple response similar to a compound pendulum. This feature
allowed us to increase our con�dence about the model.

5.2.1 Equations of motion

The equations of motion of an n-degree of freedom mechanical system with
viscous damping subject to holonomic constraints can be written, in Lagrange's
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formulation, as

d

dt

(
∂T

∂q̇k

)
− ∂T

∂qk
+
∂U

∂qk
+
∂F

∂q̇k
= Qk k = 1, 2, . . . n (5.1)

where T = T (q1, . . . , qn, q̇1, . . . , q̇n) is the kinetic energy, U = U(q1, . . . , qn)
is the potential energy, F = F(q̇1, . . . , q̇n) is the Rayleigh's dissipation function,
qk(t) are generalized coordinates and Qk are generalized non conservative forces.
The function F is de�ned as

F =
1
2

n∑
i=1

γiq̇i (5.2)

and represents the physical work done by the system against the friction forces.
In order to simplify 5.1, the variable, L = T −U , called Lagrangian function, is
commonly used.

Even though the equations 5.1 are in general non-linear, we are interested
in the small motions around the equilibrium points of the system, the so called
small oscillation regime. In this condition we express the displacements in the
form

qk(t) = qeqk (t) + q̃k(t) k = 1, 2, . . . n (5.3)

where qeqk are the displacements when the system is the equilibrium position
and q̃k are small perturbations. Consequently the generalized velocities satisfy

q̇k(t) = ˙̃qk(t) k = 1, 2, . . . n (5.4)

Introducing the conditions 5.3 and 5.4 in 5.1, it's easy to proof that, the
equations of motion of a n-degree of freedom system become linear and can be
written as

M q̈(t) + Γq̇(t) +Kq(t) = Q(t) (5.5)

where q(t) = (q1(t), q2(t), . . . , qn(t)), M is the mass matrix, Γ is the damp-
ing matrix, K is the sti�ness matrix and Q(t) is a vector of generalized non
conservative forces.

In order to easily use the models for control simulation, we need to convert
them in the canonic state space representation. To this end we introduce the
identity

q̈(t) = −M−1Γq̇−M−1Kq +M−1Q(t) (5.6)

Introducing the 2n-dimensional state vector x(t) =
[
qT (t), q̇T (t)

]
, we can write

the 5.5 in the state-space representation

ẋ(t) = Ax(t) +BQ(t) (5.7)

with

A =
(

0n×n In
−M−1K −M−1Γ

)
(5.8)

and

B =
(

0n×n
M−1

)
(5.9)
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where 0n×n is an n × n matrix with all elements equals to zero and In is the
n × n identity matrix. The vector Q(t) represents the input of the state-space
model and is constituted by the set of forces used to excite the system. The
second equation of the state space representation is by de�nition

Y(t) = Cx(t) +DQ(t)

In our case the matrices C and D are not univocally determined since they
depend by the chosen outputs Y(t) and inputs Q(t).

5.2.2 MGAS Table Model

The MGAS table model is shown in �gure 5.2. Their constituents are

� 7 Rigid Bodies: 1 massive Base used to excite the system with respect
to the ground in the vertical DOFs, 1 Optical Table (OT), 1 Spring Box
(SB), 4 Vertical CounterWeights (VCW) connected to the �magic wands�.

� 8 Linear Springs with viscous damping: four of them constitute,
together with the wands, the Vertical MGAS (HMGAS) �lter. The other
four springs are used to simulate the vertical sti�ness of the little pendu-
lums.

� 7 Force Actuators: Three of them are used to excite the Base, acting
on its center of mass, the other four shake the system acting on points
corresponding to the actual positions of the electromagnetic actuators.

The MGAS �lter is modeled with an equivalent system which is able to account
for most of the blades' mechanical compliances, and for attenuation saturation
e�ects. The equivalence is achieved by tuning the model with measurements.
Three orthogonal springs with the proper elastic constant are connected together
by one end to the payload (the optical table), and the other three ends are
attached to the �lter frame. Saturation e�ects due to the blade's distributed
mass are simulated with a wand pivoting around a point rigidly connected to the
�lter frame. One wand's end is then attached to a counterweight and the other
is free to rotate about the point connected to the payload. The tuning of the
attenuation saturation is done by changing the counterweight and/or the wand's
length and/or wand's central pivot point. As we have seen in last chapter,
in the actual MGAS �lter wands are introduced to neutralize the attenuation
saturation e�ects, while in the model the wands are used both to generate, and
eventually to neutralize the saturations. This phenomenological model with
two wands plus counterweight system is used to simulate the horizontal and
vertical saturations of MGAS transmissibility. In both IP Table and MGAS
Table Model we kept the mass of the counterweights, M i

HCW , M i
V CW , and the

length of the arm levers , LiHCW , LiV CW , �xed and we calculated the length of
the other arm levers, liHCW , liV CW , in order to have, in each transmissibility, a
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notch at frequencies fxnotchiMGAS and fznotchiMGAS respectively. So we have

liHCW = (5.10)

−
fxi

MGASL
i
HCW

r
−Mi

HCW

“
(fxi

MGAS)2−(fxnotchi
MGAS)2

”
MOT /4

Mi
HCW

“
(fxi

MGAS)2−(fxnotchi
MGAS)2

”
liV CW = (5.11)

−
fzi

MGASL
i
V CW

r
−Mi

HCW

“
(fzi

MGAS)2−(fznotchi
MGAS)2

”
MOT /4

Mi
V CW

“
(fzi

MGAS)2−(fznotchi
MGAS)2

”
where fxiMGAS and fziMGAS are the horizontal and vertical resonance frequen-
cies of i-th MGAS �lter.

Figure 5.3 shows a comparison between a model result and measurements
of the vertical transmissibility of a MGAS blade with a single counterweight
and wand. The model has been tuned in order to match the resonance and
the notch frequencies of the measurement. A signi�cant systematic discrepancy
at low frequency (below 0.2 Hz) of approximately a 5 dB is clearly visible.
The large uncertainty of the accelerometers calibration at low frequency used
to take the measurement can partially explain such di�erence. Discrepancies
above 50Hz are mainly due to the internal resonances of the supporting frame,
the shaker, and the blade support designed for �lter tuning studies.

We can write the Lagrangian LMGT of the MGAS table as

LMGT = TMGT − UMGT (5.12)

with

TMGT = TBase + TSB + TOT + TV CW (5.13)

UMGT = ULP + UMGAS + UV CW (5.14)

where, using

TBase =
1
2
MBaseż

2
Base +

1
2
IxxBaseθ̇x

2

Base +
1
2
IyyBaseθ̇y

2

Base (5.15)

TSB =
1
2
MSB ˙zSB2 +

1
2
IxxSB θ̇x

2

SB +
1
2
IyySB θ̇y

2

SB (5.16)

TOT =
1
2
MOT ˙zOT 2 +

1
2
IxxOT θ̇x

2

OT +
1
2
IyyOT θ̇y

2

OT (5.17)

TV CW =
1
2

4∑
i=1

M i
V CW

(
liV CW
LiV CW

)2

(η̇i)2 (5.18)

and

ULP =
1
2

4∑
i=1

kziLP (ψi)2 (5.19)

UMGAS =
1
2

4∑
i=1

kziMGAS(ηi)2 (5.20)

UV CW =
1
2
g

4∑
i=1

M i
V CW l

i
V CW

(
ηi

LiV CW

)2

(5.21)
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The vertical sti�ness of the MGAS kziMGAS is estimated in order to have a
resonance frequency fziMGAS . We obtain

kziMGAS =
(
2πfziMGAS

)2(MOT

4
+M i

V CW

(
liV CW
LiV CW

)2
)

(5.22)

The vertical sti�ness kziLP has been evaluated considering the little pendulum
as an homogeneous cylindrical beam of maraging steel

kziLP = π
(riLP )2

liLP
Ymar (5.23)

where riLP is the radius of i-th little pendulum and Ymar is the maraging Young's
modulus.

The MGAS table dissipation function, FMGT , is

FMGT =
1
2

(
γ1ż

2
SB + γ2ż

2
OT + γ3θ̇z

2

SB + γ4θ̇y
2

SB + γ5θ̇x
2

OT + γ6θ̇y
2

OT

)
(5.24)

The external forces applied to the system can be written as

QMGT =
4∑
i=1

FziCoil + FzBase + FtxBase + FtyBase (5.25)

The meaning of the coordinates is described in table 5.1. We can rewrite
equations 5.15-5.21 using only the Lagrangian coordinates

(q,p) = (zBase, θxBase, θyBase, ψi, ηi, żBase, θ̇xBase, θ̇yBase, ψ̇
i, η̇i) i = 1, 2, 3

(5.26)

5.2.3 IP Table Model

As shown in �g. 5.4 the IP table model is constituted by

� 11 Rigid Bodies: 1 massive Base used to excite the system with respect
to the ground in the horizontal DOFs, 1 Optical Table (OT), 1 Spring
Box (SB), 4 Inverted Pendulum (IP) legs, 4 Horizontal CounterWeights
(HCW) connected to the �magic wands� (see next subsection). The 4 Little
Pendulums (LP) are not counted since their mass is considered null.

� 4 Linear Springs with viscous damping: Together with the four
wands, they constitute the Horizontal MGAS (HMGAS)

� 4 Angular Springs with viscous damping: They are used to simulate
the inverted pendulum Flex Joints (FJ).

� 6 Force Actuators: Two of them are used to excite the Base, acting
on its center of mass, the other four shake the system acting on points
corresponding to the actual positions of the electromagnetic actuators.
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Parameter Description Value

MBase Mass of the shaker base 1010 kg

MSB Mass of the spring box 281 kg

MOT Mass of the optical table 906 kg

M i
V CW Mass of the vertical wand counterweight of the i-th

MGAS spring
0.1 kg

IxxBase First diagonal component of the base inertia tensor 1010 kgm2

IyyBase Second diagonal component of the base inertia tensor 1010kgm2

IxxSB First diagonal component of the SB inertia tensor 78.87 kgm2

IyySB Second diagonal component of the SB inertia tensor 164.88 kgm2

IxxOT First diagonal component of the OT inertia tensor 254.3 kg

IyyOT Second diagonal component of the OT inertia tensor 531.6 kg

kziLP z component of i-th little pendulum sti�ness. The value
is calculated using

5.457 · 109 N/m

kziMGAS z component of i-th MGAS linear sti�ness. The value is
calculated using eq. 5.22.

89.3 N/m

LLP Little pendulum length 25 · 10−3 m

LiV CW Arm lever of the vertical wand 0.2 m

liV CW Arm lever of the vertical wand. The value is calculated
using eq. 5.11.

0.0952 m

(γ1, γ2, γ3, γ4, γ5, γ6) Damping coe�cients (250, 75, 100,
250, 75, 100)

Excitations

FziCoil Force applied to the SB through the i-th MGAS actuator along z
direction

FzBase, FtxBase,
FtyBase

Forces/Torques applied to the Base along z, θx, θy directions re-
spectively

Lagrangian coordinates (q,p)
zBase, żBase Displacement and velocity of the base center of mass along z

θxBase, θ̇xBase Rotation and angular velocity of the base center of mass along θy

θyBase, θ̇yBase Rotation and angular velocity of the base center of mass along θy

ηi, η̇i Displacement and velocity of the MGAS along z

ψi, ψ̇i Displacement and velocity of the little pendulum along z

Table 5.1: Parameters used in MGAS table analytical model
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Figure 5.2: MGAS table model sketch viewed from the xz plane .

The inverted pendulum dynamics have been modeled with an ideal �exural joint
connected to a leg with a counterweight as shown in �gure 5.4. The transmissi-
bility saturation has been tuned to about -60dB, which is a conservative number
considering previous measurement with the HAM-SAS IP legs. IP Resonant fre-
quency was tuned to 30 mHz, which is a frequency routinely obtained by Virgo
superattenuators and also obtained by SAS prototypes.

In order to use the procedure described in last subsection we need to write
the Lagrangian LIPT , the dissipation function FIPT and the external forces
QIPT of the IP table. We have

LIPT = TIPT − UIPT (5.27)

with

TIPT = TBase + TIP + TSB + TOT + THCW (5.28)

UIPT = UBase + UIP + USB + UOT + UHCW + UFJ + UMGAS (5.29)



CHAPTER 5. HAM-SAS ANALYTICAL MULTIBODY MODELING 78

10
−1

10
0

10
1

10
2

−160

−140

−120

−100

−80

−60

−40

−20

0

20

40

Frequency [Hz]

MGAS Model vs. GAS+wand Measurements

 

 
Data set1
Data set2
Model

Figure 5.3: Comparison of modeled and experimental vertical transmissibility of
an MGAS �lter with assembled with a wand with a counterweight. Experimental
data were taken in two separate measurements [38]: green asterisks Dataset #1,
blue asterisks Dataset #2.

Using the coordinate system shown in �gure 5.4 and the parameters described
in table 5.2, we can write

TBase =
1
2
MBaseẋBase +

1
2
IzzBaseθ̇z

2

Base (5.30)

TIP =
4∑
i=1

1
2
M i
IP (ẋiIP )2 +

1
2
IyyiIP (θ̇x

i
)2 (5.31)

TSB =
1
2
MSBẋ

2
SB +

1
2
IzzSB θ̇z

2

SB (5.32)

TOT =
1
2
MOT ẋ

2
OT +

1
2
IzzOT θ̇z

2

OT (5.33)

THCW =
4∑
i=1

1
2
M i
HCW

(
xSB −

liHCW
LiHCW

ξ̇i

)2

(5.34)
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and

UIP = −1
2
g

4∑
i=1

M i
IPH

i
IP (θ̇x

i
)2

4
(5.35)

USB = −1
2
gMSB

∑4
i=1HSB(θxi)2

4
+

1
2
gMSB

∑4
i=1 L

i
LP (φxi)2

4
(5.36)

UOT = −1
2
gMOT

∑4
i=1HOT (θxi)2

4
+

1
2
gMOT

∑4
i=1 L

i
LP (φxi)2

4
(5.37)

UHCW =
1
2
g

4∑
i=1

M i
HCW l

i
HCW

(
ξi

LiHCW

)2

(5.38)

UFJ =
1
2

4∑
i=1

kxiIP (LiIP θx
i)2 (5.39)

UMGAS =
1
2

4∑
i=1

kxiMGAS(ξi)2 (5.40)

The �ex joint sti�ness have been evaluated imposing a resonance frequency
f0 = 30 mHz in eq.:

kxiIP =
(2πf0)2

IzzOT + IyyiIP + 1
4 (MOT +MSB)LiIP +M i

IPH
i
IP

(5.41)

+g
[

1
4

(MOT +MSB) +M i
IPH

i
IP

]
The Rayleigh's dissipation function of the system results

FIPT =
1
2

(Γ1ẋ
2
OT + Γ2θ̇z

2

OT + Γ3ẋ
2
SB + Γ4θ̇z

2

SB) (5.42)

+
1
2

4∑
i=1

γi
(
ẋi0
)2

+
1
2

4∑
i=1

γi+4

(
˙θx0
i
)2

+
1
2

4∑
i=1

γi+8

(
φ̇x

i
)2

+
1
2

4∑
i=1

γi+12

(
ξ̇i
)2

The external forces applied to the system can be written as

QIPT = FBasex + FBasey + FBaseθz + FCoilx + FCoily + FCoilθz (5.43)

As we have done in the previous subsection, all the equations 5.15-5.21 can be
rewritten using only the Lagrangian coordinates

(q,p) = (xi0, θx
i, φxi, ξi, ẋi0,

˙θx0
i
, φ̇x

i
, ξ̇i) i = 1, . . . , 4 (5.44)

5.3 Ground Transmissibilities

The transmissibility is essentially a measure of how a mechanical system re-
spond, in the frequency domain, to a generic excitation. Mathematically, the
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Parameter Description Value

MBase Mass of the shaker base 1010 kg

MSB Mass of the spring box 281 kg

MOT Mass of the optical table 906 kg

M i
IP Mass of the i-th IP leg 2.608 kg

M i
HCW Mass of the horizontal wand counterweight of the MGAS

springs
0.1 kg

IzzBase Third diagonal component of the base inertia tensor 1010 kgm2

IyyIP Second diagonal component of the IP leg inertia tensor 5.99 · 10−2 kgm2

IzzSB Third diagonal component of the SB inertia tensor 281 kgm2

IzzOT Third diagonal component of the OT inertia tensor 306 kgm2

kxiIP x component of i-th �ex joint linear sti�ness. The value
is calculated using eq. 5.41.

5882 N/m

kxiMGAS x component of i-th MGAS linear sti�ness 12863 N/m

HOT Height of the optical table center of mass respect to the
base.

0.650 m

HSB Height of the spring box center of mass respect to the
base.

0.5 m

Hi
IP Height of the IP leg center of mass respect to the base. 6 · 10−2m

LiIP Inverted Pendulum leg length 0.5 m

LLP Little Pendulum length 2.5 · 10−3 m

LiHCW Arm lever of the horizontal wand 0.2 m

liHCW Arm lever of the horizontal wand. The value is calculated
using eq. 5.10.

0.0706 m

xiIP , ẋ
i
IP Displacement and velocity of the i-th IP leg center of

mass
�

xSB , ẋSB Displacement and velocity of the SB center of mass �

xOT , ẋOT Displacement and velocity of the OT center of mass �

Excitations

FBasex , FBasey ,

FBaseθz

Forces/Torques applied to the base along x, y and θz directions

FCoilx , FCoily ,FCoilθz Forces/Torques applied to the SB along x, y and θz directions

Lagrangian coordinates (q,p)
xi0, ẋ

i
0 Displacement e velocity of the i-th IP leg lower hinge point

θxi, θ̇x
i

Angle and angular velocity of the i-th IP leg respect to the
vertical direction

φxi, φ̇x
i

Angle and angular velocity of the i-th LP leg respect to the
vertical direction

ξi, ξ̇i Displacement and velocity of the i-th MGAS along x

Table 5.2: Parameters used in IP table analytical model
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Figure 5.4: IP Table mechanical model sketch viewed from the xz plane.

transmissibility Ti(s) along the i-th degree of freedom of a mechanical system
is de�ned as the ratio, dependent on the Laplace variable s = jω,

Ti(s) =
Qi(s)
Qi0(s)

between the Laplace transform of the vibration qi(t) of the system and the
Laplace transform of the excitation qi0(t) applied to the system, along the i-
th degree of freedom. For example, in the case of a simple unidimensional
damped harmonic oscillator, excited with a sinusoidal displacement x0 sin(ωt),
the transmissibility magnitude is

|T (s)| = x

x0
=

√
1 + 4γ2(ω/ω0)2

(1− (ω/ω0)2)2 + 4γ2(ω/ω0)2

where ω0 is the oscillator resonance frequency and γ is the resonance damping
factor.

The two state-space models generated by the Maple scripts have a total of 13
inputs and 18 outputs. The inputs are constituted by 7 force/torque actuators
F i placed on the system and 6 force/torque actuators F i0, one for every degree
of freedom i, placed on an ideal in�nite mass base platform, representing the
ground, that is used to shake the system. In particular we have, for the IP table
model, the inputs:

QIPT = (FIPT ,FIPT0 ) = (FCoilx , FCoily , FCoilθz , FBasex , FBasey , FBaseθz ) (5.45)
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and for the MGAS table

QMGT = (FMGT ,FMGT
0 ) = (FziCoil, F zBase, F txBase, F tyBase) (5.46)

The outputs are composed by the 6 degrees of freedom of the optical table, of
the spring box , qi, and of the base, qi0, centers of mass. So we have

YIPT = (xOT , yOT , θzOT , xSB , ySB , θzSB , xBase, yBase, θzBase) (5.47)

and

YMGT = (zOT , θxOT , θyOT , zSB , θxSB , θySB , zBase, θxBase, θyBase) (5.48)

The frames are oriented as shown in �gures 5.4 and 5.2.
Transmissibilities from ground to the optical table center of mass and from

ground to spring box center of mass for all the six degrees of freedom are shown
in �gures 5.5 and 5.6. To compute such transmissibilities we �rst calculate
the transfer functions from generalized forces/torques F i0 applied to the shaker
base, to the optical table and spring box degrees of freedom qi. Then the
transmissibilities have been obtained applying the proper transfer function ratios
to remove the dependency on the generalized forces:

Ti(s) =
Qi(s)
F i0(s)

F i0(s)
Qi0(s)

for the generic ith degree of freedom. Because internal modes are not included
in the mechanical models, this simulations are valid up to approximately 50 Hz.
Above that frequencies discrepancies are expected to be large especially around
the internal mode frequencies due to e�ect of distributed masses.

The transmissibility generated by the model are

� Horizontal x/x0 transmissibility. The blue and green curves of �gure
5.5 upper plot are the transmissibilities of the horizontal degree of freedom
x. The resonance at 30 mHz with very low quality factor corresponds to
the inverted pendulum mode frequency. The 1.2 Hz resonance is due to the
horizontal sti�ness of the MGAS blades, which has been experimentally
measured to be about 0.54 Hz using a MGAS �lter prototype. Finally,
the resonance at 103 Hz is due to the short pendulums which connect the
inverted pendulum legs to the MGAS frame. The presence of this reso-
nance is well known and has been con�rmed by ANSYS FEM simulations
[48]. Saturation above 2 Hz has been tuned using the inverted pendulum
counter-weight to about -65 dB, which is considered a reasonable value
after the past Virgo results and measurements on HAM-SAS legs.

� Longitudinal y/y0 transmissibility. Because of the symmetry of the
system, the transmissibility curves for the longitudinal degree of freedom
y (red and cyan curves of �gure 5.5 upper plot) are essentially the same
as the x degree of freedom. Minor di�erences come from the moments
of inertia and lever arms which are di�er by less than 10% in the two
orthogonal directions.

� Yaw θz/θ
(0)
z transmissibility. The blue and green curves of �gure 5.5

lower plot show the transmissibility for the angular degree of freedom θz
(yaw).
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Figure 5.5: Transmissibilities for the horizontal (x, y) and (θz) degrees of free-
dom for a system with IPs tuned at 30 mHz.

� Vertical z/z0 transmissibility. The blue and green traces of �gure 5.6
upper plot show the transmissibility of the vertical degree of freedom z.
The vertical resonance has been tuned at 100 mHz and the saturation has
been set to about -80dB. Those values have been experimentally obtained
for a MGAS with a payload of about the same of the HAM-SAS system.
This saturation level can be reached using a properly tuned wand and
counterweight. The major advantage in lowering the saturation levels is
to reduce the magnitude of the internal resonances in the transmissibility
curves. The quality factor for the vertical resonance was set to about 3.

� Roll θx/θ
(0)
x transmissibility. The red and green traces of �gure 5.6

lower plot show the transmissibility of the angular degree of freedom θx
(roll). As expected this transfer function is similar to the vertical transfer
function but with di�erent resonant frequencies ( the resonances depends
on the moment of inertia of the payload and not just on the mass )

� Pitch θy/θ
(0)
y transmissibility. The blue and magenta traces of �gure

5.6 lower plot represent the transmissibility of the angular degree of free-
dom θy (pitch). The di�erences respect to the previous transmissibility
are mainly due to the di�erent moment of inertia about the x and y axis.
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Figure 5.6: Transmissibilities for the vertical (z), pitch and roll (θx, θy) degrees
of freedom for a system with MGAS tuned at 100 mHz with 80 dB attenuation
factor.

5.4 Attenuation Performance

The seismic noise reference spectra of Hanford (LHO) and Livingston (LLO)
sites, used to estimate the attenuation of the horizontal and vertical seismic
spectra, are based on AdLIGO Seismic Isolation requirements design document
[52]. The horizontal and vertical ground noise are considered equal and ex-
pressed, in the frequency range 100 mHz< f <40 Hz, as a polynomial expansion
in log space:

log xg(f) = p1(log f)n + p2(log f)n−1 + · · ·+ pn log f + pn+1

where xg(f) is the displacement spectral density. The LHO and LLO reference
spectra have been merged and extrapolated below 100 mHz using the USGS New
Low Noise Model developed by J.Peterson (see 2.3.1). The ground tilt noise was
generated in the 10 mHz - 40 Hz band using the Rayleigh waves propagation
model [51]. In this model the ground tilt noise spectrum is proportional to the
vertical component of Rayleigh waves through the relation:

θg(ω) =
ω

c
Sv

where θg(ω) is expressed in rad/
√
Hz, Sv is the vertical seismic motion and c

is the local speed of seismic waves. This is probably an underestimation of the
actual LIGO sites angular noise especially because of asymmetries and of the
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internal modes of the HAM supporting structure at low frequencies which in-
troduce phase delays in the noise propagation. Direct measurements are needed
to estimate the amount of angular noise.

The requirements, contained in document [52], set a displacement noise limit,
for the Power Recycling and Mode Cleaner optics, of 2x10−7m/

√
Hz in 0.1-0.2

Hz band, 2x10−13m/
√
Hz at 10 Hz and 3x10−14 m/

√
Hz above 10 Hz.

The spectra obtained �ltering LHO and LLO combined seismic noise with
the HAM-SAS model are:

� x/x0 power spectrum. Figure 5.7 shows the reference spectrum, the de-
sign requirement spectrum and two predicted attenuated spectra for the
horizontal degree of freedom. The blue curve is obtained considering the
inverted pendulum resonant frequency tuned at 20 mHz and the red curve
with the IP tuned at 30mHz. The red curve shows that requirements
cannot be met in the 0.8-1.5 Hz interval. There are essentially three pos-
sible solutions to this problem that can be combined together. The �rst
solution is to tune the notch produced by the inverted pendulums coun-
terweight at the MGAS resonant frequency to add passive attenuation in
correspondence of that MGAS horizontal resonance. The second solution
is to tune the inverted pendulum resonance frequency at 20 mHz as shown
in the red curve. Finally the third solution is to use the active damping
control to reduce the height of 1.2 Hz resonance.

� y/y0 power spectrum. The �ltered seismic noise spectrum for the hori-
zontal degree of freedom y is not reported because is essentially the same
as the x horizontal degree of freedom. In fact the only di�erences comes
from a slight di�erence on the two horizontal transmissibilities.

� θz/θ
(0)
z power spectrum. Figure 5.8 shows the �ltered and un�ltered

power spectral density of the angular degree of freedom θz (yaw). Re-
quirements are met everywhere with a quite large safety margin. As in
the other angular degrees of freedom, the angular noise roughly translates
into position noise expressed in meters. As previously mentioned, it is
important to notice that the angular noise spectrum could be underesti-
mated.

� z/z0 power spectrum. Figure 5.9 shows the �ltered and un�ltered power
spectral density of the vertical degree of freedom z. Using a 100 mHz
MGAS resonance frequency, even with a -80dB saturation, experimen-
tally reached with magic wands, requirements cannot be met. However
this problem does not compromise HAM-SAS performance because HAM
chambers requirements de�ned in [52] are probably too stringent. A study
performed by P. Fritschel [53], one of the authors of the original seismic
requirement document, has shown that the Mode Cleaner noise limit at
10 Hz can be increased of 1-2 orders of magnitude with no problem for
AdLIGO target sensitivity. We have also to notice that considering the
horizontal and vertical components of seismic noise to be equal causes an
overestimation of the real displacement noise along vertical direction.
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Figure 5.7: Seismic noise square-root power spectral densities of the horizontal
(x) degree of freedom: gold curve required AdLIGO noise performance, green
curve LHO+LLO seismic noise model, blue and red curve �ltered seismic noise
for a system with IPs tuned at 30 mHz and 20 mHz respectively.

� θx/θ
(0)
x and θy/θ

(0)
y power spectra. Figure 5.10 shows the �ltered and

un�ltered power spectral density of the angular degree of freedom θx (roll).
Requirements are met everywhere with a quite large safety margin. Be-
cause the arm lever of the triple pendulum supporting frame is about
1 m long, the angular noise translates directly into meters. It is again
important to mention that the ground angular noise spectrum could be
underestimated.

5.5 E�ect of Asymmetric Parameters

A preliminary study on the e�ects of the introduction of asymmetric parameters
in the model have been performed. This has done in order to help to determine
the precision required for HAM-SAS construction and assembly.

Two cases have been considered:

� Asymmetric IP leg lengths: Two of the four IP legs have lengths
di�erent (-1 mm< ∆l <1 mm) from the design value i.e. the intermediate
and top platforms are inclined by an angle θx or θy respect to the ground.
This case has to be considered because it's di�cult to manufacture metallic
surfaces of the dimension required for the top and intermediate platforms
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Figure 5.8: Seismic noise square-root power spectral densities of the yaw (θz)
degree of freedom: gold curve required AdLIGO noise performance, green curve
LHO+LLO seismic noise model, blue and red curve �ltered seismic noise for a
system with IPs tuned at 30 mHz.

(1.9 x 1.7 m) with an high level of planarity . The transmissibilities and
the �ltered seismic spectral densities for the horizontal and yaw degrees
of freedom are shown in �gures 5.11 and 5.12 respectively. As expected,
the asymmetry introduces a coupling between the horizontal and angular
directions. This causes the IP tuning frequency along the excited direction
to change and to mix with the main resonance frequency of the non-
excited degree of freedom. Since, as shown in �g. 5.7, the height of 1.2 Hz
resonance depends strongly on the IP tuning frequency, when the system
is excited along x, the 0.8 - 1.5 Hz region is over the requirements in the
case of positive ∆l and under them in the case of negative ∆l. When the
system is excited along θz instead, we can see that AdLIGO requirements
are met with a good margin even with an asymmetric system. As before,
we have to notice that ground angular seismic noise spectrum could be
underestimated.

� Asymmetric MGAS elastic constants: Two of the four MGAS springs
have elastic constants di�erent (−0.2k0 < ∆k < 0.2k0) from the design
value k0. Since MGAS are systems in a quasi-equilibrium state, a precise
tuning of the spring box is very di�cult. For this reason, in the real
system, a 10% error in the value of the elastic constants is expected.
The transmissibilities for the vertical, pitch and roll degrees of freedom
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Figure 5.9: Seismic noise square-root power spectral densities of the vertical (z)
degree of freedom: gold curve required AdLIGO noise performance, green curve
LHO+LLO seismic noise model, blue and red curve �ltered seismic noise for a
system with MGAS tuned at 100 mHz with 80 dB attenuation factor.

are shown in �gures 5.13 and 5.14 respectively. In order to amplify the
e�ects of asymmetry, the quality factors of all resonances are set to in�nity.
Looking at the 60 - 140 mHz region we can see, as in the asymmetric
IP table case, the presence of coupling between the vertical and angular
degrees of freedom. However, unlike the previous case, the e�ects are
very small and become completely negligible when we use the expected
resonance quality factors. This result is expected since for an ideal spring
the resonance frequency f0 ∝

√
k0.

These results have been presented at the August 2006 LIGO Scienti�c Collab-
oration Meeting.

5.6 Mode Cleaner suspension model

Every HAM vacuum chamber is equipped with a so called Triple suspension
(see subsection 3.3.1.2). The triple pendulum external cage is supported by the
optical table, that will be placed on HAM-SAS top platform. In this way the
motion of the test mass will be attenuated by both HAM-SAS and the Triple
suspension. It's therefore important to study the combined attenuation of the
two systems.
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Figure 5.10: Seismic noise square-root power spectral densities of the roll (θx)
and pitch (θy) degrees of freedom: gold curve required AdLIGO noise perfor-
mance, green curve LHO+LLO seismic noise model, blue and red curve �ltered
seismic noise for a system with MGAS tuned at 100 mHz with 80 dB attenuation
factor.

For this reason, in order to allow a preliminary study of the combined sus-
pensions system, an independent model for the horizontal degrees of freedom
of the Triple suspension has been developed. The model, shown in the sketch
of �gure 5.15, uses the same approach and code structure of the HAM-SAS
simulation. Similarly to what we have done before, an ideal in�nite mass plat-
form, placed at the suspension point of the pendulum chain, is used to shake
the system. The Lagrangian of the mode cleaner triple suspension, LMCT , can
be written as

LMCT = TSP + TMC − UMC (5.49)

where

TSP =
1
2
MSP ẋ

2
SP +

1
2
IzzSP θ̇z

2

SP (5.50)

TMC =
3∑
i=1

1
2
M i
MC

(
ẋiMC

)2
+

1
2
IzziMC

(
θ̇z
i

MC

)2

+
1
2
IxxiMC φ̇i

2
(5.51)

UMC =
1
2
g

3∑
i=1

M i
MCH

i
MC

(θi1)2 + (θi2)2

2
+

1
2
g

3∑
i=1

M i
MCh

i
MC(φi)2(5.52)
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Figure 5.11: E�ect of asymmetric IP leg lengths in the horizontal (x) trans-
missibility. The 30 mHz IP resonance frequency changes, due to the expected
coupling between rotational and translational degrees of freedom. In the lower
plot are shown the e�ects of asymmetry on the seismic attenuation performance.



CHAPTER 5. HAM-SAS ANALYTICAL MULTIBODY MODELING 91

10
−3

10
−2

10
−1

10
0

10
1

10
2

10
3

−140

−120

−100

−80

−60

−40

−20

0

M
ag

ni
tu

de
 [d

B
]

Inverted Pendulum Table: Spring Box Transmissibilities Yaw     θ
z

 

 

10
−3

10
−2

10
−1

10
0

10
1

10
2

10
3

−150

−100

−50

0

M
ag

ni
tu

de
 [d

B
]

Inverted Pendulum Table: Optical Table Transmissibilities Yaw     θ
z

 

 

Symmetric legs
+1/3 mm
+2/3 mm
+1 mm
−1/3 mm
−2/3 mm
−1 mm

10
−3

10
−2

10
−1

10
0

10
1

10
−8

10
−6

10
−4

10
−2

10
0

10
2

 A
ng

ul
ar

 N
oi

se
 [n

ra
d/

sq
rt

(H
z)

]

LLO+LHO Angular Noise Spectrum ( θ
z
)

 

 
Symmetric Legs
+1/3 mm
+2/3 mm
+1 mm
−1/3 mm
−2/3 mm
−1 mm
AdLIGO Requirements
LHO+LLO Seismic Noise

Figure 5.12: E�ect of asymmetric IP leg lengths in the yaw (θz) transmissibility.
The 30 mHz IP resonance frequency changes, due to the expected coupling
between rotational and translational degrees of freedom. In the lower plot are
shown the e�ects of asymmetry on the seismic attenuation performance.



CHAPTER 5. HAM-SAS ANALYTICAL MULTIBODY MODELING 92

10
−3

10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

−150

−100

−50

0

50

M
ag

ni
tu

de
 [d

B
]

MGAS Table: Optical Table Transmissibilities Vertical Direction (Z)

 

 

Symmetric K
+ 10 %
+ 20 %
− 10 %
− 20 %

10
−1

−40

−20

0

20

40

60

80

M
ag

ni
tu

de
 [d

B
]

MGAS Table: Optical Table Transmissibilities Vertical Direction (Z) Detail

 

 

Figure 5.13: E�ect of asymmetric MGAS elastic constants in the vertical (z)
transmissibility. In the lower plot, detail of the region 60 mHz< f <140 mHz.
The quality factors of all resonances are set to in�nity in order to amplify the
coupling e�ects.

The external forces applied to the system are

QMCT =
3∑
i=1

Fxi +
3∑
i=1

Fti + FxSP + FtSP (5.53)

The Mode Cleaner suspension model dissipation function is

FMCT =
1
2

3∑
i=1

γi
(
ẋiMC

)
+

1
2
γ4ẋSP +

1
2
γ5θ̇zSP (5.54)

The description and the values of the parameters are summarized in table 5.3.
Again we use a coordinate transformation in order to rewrite the equations in
the generalized coordinates

(q,p) =
(
xSP , θ

i
1, θ

i
2, φ

i, ẋSP , θ̇1
i
, θ̇2

i
, φ̇i
)

i = 1, 2, 3 (5.55)

The generated state-space representation has 8 inputs and 9 outputs. The
horizontal transmissibilities obtained from the model are shown in the upper
two plots of �gure 5.16.

Thanks to the modular structure of the code, the connection of the Triple
Pendulum to the HAM-SAS system can be done, just making a single coordinate
transformation and adding the respective Lagrangian:

LMCS = LMCT + LIPT
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Figure 5.14: E�ect of asymmetric MGAS elastic constants in the pitch and roll
(θx, θy) transmissibilities. In the lower plots, detail of the region 60 mHz<
f <140 mHz. The resonances quality factors are set to in�nity in order to
amplify the coupling e�ects.
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. Therefore the Lagrange coordinate set for the complete model is

(q,p) =
(
xi0, θx

i, φxi, ξi, ẋ0
i, θk1 , θ

k
2 , φ

k, (5.56)

˙θx0
i
, φ̇x

i
, ξ̇i, θ̇1

k
, θ̇2

k
, φ̇k
)

i = 1, . . . , 4 k = 1, 2, 3

The Triple shaking platform coordinates does not appear since the excitation is
applied to the IP table base.

In �gure 5.16 are shown the transmissibilities of the Triple Suspension com-
bined with HAM-SAS in the horizontal (x) and yaw (θz) degrees of freedom for
the Spring Box, Optical Table, Triple Pendulum suspension point (MC_SP_X),
Triple Pendulum top (MC_X[1]), intermediate (MC_X[2]) and test (MC_X[3])
mass. We can see the triple pendulum resonance frequencies, in 0.67 - 1.5 Hz
region, and the three levels of attenuation introduced by three masses at higher
frequencies.
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Figure 5.15: Sketch of the Triple Suspension mechanical model developed.
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Parameter Description Value

MSP Mass of the shaking platform 1012 kg

IzzSP Third diagonal component of the shaking platform 1012kgm2

M1
MC Mass of the TP �rst mass 3.110 kg

M2
MC Mass of the TP intermediate mass 2.979 kg

M3
MC Mass of the TP test mass 3.040 kg

Ixx1
MC , First diagonal component of the TP �rst mass inertia ten-

sor
2.4 · 10−3 kgm2

Ixx2
MC First diagonal component of the TP intermediate mass in-

ertia tensor
5.64 · 10−3 kgm2

Ixx3
MC First diagonal component of the TP test mass inertia ten-

sor
5.65 · 10−3 kgm2

Izz1
MC Third diagonal component of the TP �rst mass inertia ten-

sor
2.38 · 10−2 kgm2

Izz2
MC Third diagonal component of the TP intermediate mass

inertia tensor
5.74 · 10−3 kgm2

Izz3
MC Third diagonal component of the TP test mass inertia ten-

sor
5.89 · 10−3 kgm2

H1
MC Distance along z between the upper suspension points of

the TP top mass and the lower suspension points of the
shaking platform

0.294 m

H2
MC Distance along z between the upper suspension points of

the TP intermediate mass and the lower suspension points
of the TP test mass

0.163 m

H3
MC Distance along z between the upper suspension points of

the TP test mass and the lower suspension points of the
TP intermediate mass

0.22 m

h1
MC Distance along z between the �rst mass COM and its upper

suspension points
5.0 · 10−3 m

h2
MC Distance along z between the intermediate mass COM and

its upper suspension points
1.0 · 10−3 m

h3
MC Distance along z between the test mass COM and its upper

suspension point
2.5 · 10−3 m

Db1MC Distance along x between the upper suspension points of
the TP �rst mass

0.2 m

Db2MC Distance along x between the upper suspension points of
the TP intermediate mass

0.153 m

Db3MC Distance along x between the upper suspension points of
the TP test mass

0.153 m

(γ1, γ2, γ3, γ4, γ5) Damping coe�cients of the dissipation function 5.54. (0.1, 0.1, 0.1,
103, 103)

Excitations

FxSP , FtSP Forces/Torques applied to the suspension point shaking platform

Fxi, Fti Forces/Torques applied to the i-th TP mass

Lagrangian coordinates (q,p)
xSP , ẋSP Displacement and velocity of the SP shaking platform COM along

x

θi1, θ̇1
i

Rotation and angular velocity of i-th TP mass upper suspension
points along θy

θi2, θ̇2
i

Rotation and angular velocity of i-th TP mass lower suspension
points along θy

φi, φ̇i Rotation and angular velocity of i-th TP mass along θz

Table 5.3: Parameters of the mode cleaner triple suspension analytical model
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Figure 5.16: Upper two plots: Transmissibilities of the Triple Suspension in
the horizontal (x) and yaw (θz) degrees of freedom for the top (MC_X[1]),
intermediate (MC_X[2]) and test (MC_X[3]) mass. Lower two plots: Trans-
missibilities of the Triple Suspension combined with HAM-SAS in the horizontal
(x) and yaw (θz) degrees of freedom for the Spring Box, Optical Table, Triple
Pendulum suspension point (MC_SP_X), Triple Pendulum top (MC_X[1]),
intermediate (MC_X[2]) and test (MC_X[3]) mass. The quality factors of all
resonances are set to in�nity.



Chapter 6

HAM-SAS Numerical

Multibody Modeling

Since all the Lagrangians have to be written manually, the development of an-
alytical models can be time consuming and error prone. At the same time the
models described in last chapter neglect factors like small misalignments of the
spring box with respect to the horizontal plane or the uneven balancing of the
mass on the optics table, and other e�ects of a not optimal tuning of the system
which generate the cross-talk among the DOFs observed in the actual prototype
(see subsection 4.2.2).

For these reasons we explored several multibody simulations tools that could
represent an alternative to analytical modeling. In particular we developed a se-
ries of toy models in Dyna�exPro and SimMechanics, two commercial packages
respectively produced by Mathworks and Maplesoft. Dyna�ex Pro is based on
Graph-Theoretic Dynamics [54], a modeling approach to multibody simulation
that use graph theory in order to calculate the system equations of motion,
while SimMechanics uses Simulink environment to represent a mechanical sys-
tem with a hierarchical connected block diagram and integrate its equations of
motion in the time domain. Even though simple systems produced the expected
results, when we increased the complexity of the models, we encountered several
problems with both tools. In particular we were unable to obtain accurate state
space representations of the systems.

We then decided to test the open source package MBDyn (MultiBody Dy-
namics) and we started a collaboration with the developers to improve some
of its features. Since this software is used to simulate sti� structures such as
helicopter rotors, it was never tested a the very low frequency regimes required
to simulate HAM-SAS dynamics. The results we have obtained are discussed in
this chapter and in the next one.

6.1 MBDyn simulation software

MBDyn is an open-source multibody analysis tool [55, 56] developed at the
Politecnico di Milano, extensively used in the aerospace �eld, that allows to
analyze the dynamics of complex non-linear multibody systems in the time
domain. From a numerical point of view, it is a solver of Di�erential-Algebraic-

98
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Equations (DAE) that uses a family of implicit multistep integration algorithms
in predictor-corrector form. We will discuss some details of this integration
scheme in the next chapter.

In MBDyn a mechanical system is represented as a set of nodes, bodies,
joints and external forces, described in an input text �le. Nodes and bodies
can simply be viewed as owners of kinematic (the nodes) and dynamic (the
bodies) DOFs while joints are essentially the constrains between the nodes.
MBDyn generates an output constituted by several ASCII �les with di�erent
extensions. In particular the .mov �le contains the motion data of every node in
the system, calculated at each time step, respect to an inertial reference frame
connected to ground. The data are constituted by the position and velocity
of the nodes along the translational (x, y, z, ẋ, ẏ, ż) and angular (ξ, η, φ, ξ̇, η̇, φ̇)
DOFs, where (ξ, η, φ) are the Euler angles. We obtain therefore an output
matrix N ∗T/tstep×12 where N is the number of nodes, T is the total simulation
time, tstep is the chosen time step. In order to load, manipulate, visualize the
simulations data we developed a collection of scripts in Matlab language [57].

6.2 MBDyn Models

We developed a preliminary model for the vertical degrees of freedom of HAM-
SAS, and a complete three dimensional suspension model. The time step used
in all simulations is tstep = 10−3 s. The parameters have been chosen, using the
measurement discussed in section 4.2.2 as a reference. In order to avoid over-
constraining the model, each spherical joint has been implemented with three
dimensional linear springs, much sti�er (108 N/m) than the elastic elements of
the system. This allows us to clearly identify the high frequency dummy reso-
nances introduced in the transmissibility, and does not deteriorate the quality
of the models.

6.2.1 MGAS Table Model

As shown in the sketch of �g. 6.1, the model is constituted by

� 6 Rigid Bodies: 1 massive base used to excite the system with respect to
ground in all six DOFs through a force/position actuator, 1 optical table,
4 wand counterweighs;

� 4 Linear Springs with 3D diagonal sti�ness matrix representing the
MGAS springs;

� 8Wand Joints that connects the wand counterweighs to the optical table
and to the base. This joints have been implemented with linear springs
with very low sti�ness along x (k in �gg. 6.1, 6.3) and very high elastic
constant along y and z (K in the sketches). As it will be more evident
in the HAM-SAS model, this has been done in order to allow the optical
table to move horizontally respect to the spring box and to introduce a
coupling between the vertical and horizontal DOFs.

As for the corresponding analytical model, the wands are used to introduce
the desired saturation in the vertical transmissibilities. The parameters used in
the simulation and their relative description are summarized in table 6.1. The
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Figure 6.1: Sketch of x-z section of the MGAS Table mechanical model devel-
oped with MBDyn.

frequency of the notches of the vertical transfer functions have been tuned to
9 Hz instead of the 10 Hz used in the analytical models. Fig. 6.2 shows the
transmissibility calculated from 500 s of simulated data. The transfer functions
have been obtained exciting the base COM with white noise and analyzing the
optical table COM along the vertical DOFs (z, θx, θy). Since MBDyn analyzes
numerically the system dynamics in the time domain, the frequency resolution
of the simulated transfer function is inversely proportional to the number of
seconds calculated, exactly as in a real measurement.

6.2.2 The HAM-SAS Model

Adding to the MGAS Table model the mechanical components of the horizontal
stage, we obtained a simulation of the complete HAM-SAS mechanical structure.
As shown in the sketch of Fig. 6.3, this model incorporates

� 15 Rigid Bodies: 1 massive base used to excite the system with respect
to the ground in all six DOFs through a force/position actuator, 1 optical
table, 1 spring box, 4 inverted pendulum (IP) legs, 4 little pendulums, 4
wand counterweights;

� 4 Angular Springs with 3D diagonal sti�ness and viscous matrices rep-
resenting the �exible joints at the bottom of the IP legs;

� 4 Linear Springs with 3D diagonal sti�ness matrix representing the
MGAS springs;

� 12 Spherical Joints: 8 connecting the little pendulums to the IP legs
and to the spring box, 4 connecting the IP legs to the base;
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Parameter Description Value

(DxMGAS , DyMGAS) Relative distance of the MGAS springs along x
and y (see �g. 6.3)

(0.5525, 0.500) m

MBase Mass of the shaker base 106 kg

MOT Mass of the optical table 906 kg

MV CW Mass of each wand counterweight of the MGAS
springs

0.1 kg

(IxxBase, IyyBase, IzzBase) Diagonal components of base inertia tensor
(
106, 106, 106

)
kgm2

(IxxV CW , IyyV CW , IzzV CW ) Diagonal components of wand counterweight
inertia tensor

(
10−6, 10−6, 10−6

)
kgm2

(IxxOT , IyyOT , IzzOT ) Diagonal components of OT inertia tensor (306, 306, 306)
kgm2

(kxMGAS , kyMGAS , kzMGAS) Diagonal components of MGAS linear sti�ness
matrix. The value of kzMGAS is calculated using
eq. 5.22.

(50, 50, 8) N/m

(ΓxMGAS ,ΓyMGAS ,ΓzMGAS) Damping factors of the MGAS �lters (1, 1, 1)
(kxV CW , kyV CW , kzV CW ) Diagonal components of wand joint linear

sti�ness matrix

(
5, 107, 107

)
N/m

(ΓV CW ,ΓV CW ,ΓV CW ) Damping factors of the wand joints 102

HOT Height of the optical table center of mass respect
to the base.

0.650 m

LiV CW Arm lever of the wands 0.1 m

liV CW Arm lever of the wands. The value is calculated
using eq. 5.10.

0.0706 m

Table 6.1: Parameters used in MBDyn MGAS Table model
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Figure 6.2: Transfer function of MBDyn MGAS Table model along the vertical
DOFs z, θx, θy obtained from T = 500 s of simulation data.

� 8 Wand Joints: that connects the wand counterweights to the optical
table and to the spring box. These joints are used to avoid the overcon-
straining of the model along the horizontal direction.

� 8 Displacement Sensors placed on the spring box that measure its
position with respect to the base;

� 8 Force Actuators placed in the same position of the sensors.

The parameters used and their description are summarized in table 6.2. The
presence of the wands makes the system asymmetric respect to y-z plane. For
this reason only the horizontal DOFs x and θz (top) and the vertical DOFs x
and θz, reported in �g. 6.4, include the e�ect of the wands.

In �g. 6.5 we compare HAM-SAS experimental transmissibilities that we
discussed in section 4.2.2 with their relative analytical and numerical models
tuned with the same parameters. As expected, the agreement between the data
and the simulation, along x and y, improves as the model complexity increases.
In particular the notch at 0.8 Hz introduced by the wands in the numerical
simulation seems to be well reproduced by the experimental data. For f > 10
Hz the experimental transfer function is dominated by the noise introduced by
the tilt stabilizing device.

While the vertical transmissibilities show essentially the same frequency re-
sponse of the MGAS Table analytical model, the attenuation along the horizon-
tal DOFs is much lower, for f > 1 Hz, than the IP Table model of chapter 5.
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Figure 6.3: Sketch of side (top) and top (bottom) views of the HAM-SAS
mechanical model developed with MBDyn.
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Figure 6.4: Transfer functions of MBDyn HAM-SAS model along the horizontal
DOFs (x, θz) and the vertical DOFs z, θy obtained from 1000 s of simulation
data.
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Figure 6.5: Comparison between the experimental transmissibilities, along the
translational directions x, y and corresponding transmissibilities obtained from
the HAM-SAS MBDyn model and from the IP Table analytical model using the
same parameters.

This shows that using only a wand for each MGAS we can introduce the de-
sired saturation in the transmissibilities along both the vertical and horizontal
DOFs. Therefore our equivalent model has essentially the same dynamics of a
real MGAS.
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Parameter Description Value

(DxIP , DyIP ) Relative distance of the IP legs along x and y
(see �g. )

(0.505, 0.450) m

(DxMGAS , DyMGAS) Relative distance of the MGAS springs along x
and y (see �g. )

(0.5525, 0.500)
m

MBase Mass of the shaker base 106 kg

MSB Mass of the spring box 281 kg

MOT Mass of the optical table 906 kg

MIP Mass of each IP leg 2.608 kg

MLP Mass of each little pendulum 2.87 · 10−2 kg

MV CW Mass of each wand counterweight of the MGAS
springs

0.1 kg

IzzV CW Wand counterweight moment of inertia 10−6 kgm2

(IxxBase, IyyBase, IzzBase) Diagonal components of base inertia tensor
(
106, 106, 106

)
kgm2

(IxxIP , IyyIP , IzzIP ) Diagonal components of IP leg inertia tensor (59.9, 59.9, 5.15)·
10−3 kgm2

(IxxSB , IyySB , IzzSB) Diagonal components of SB inertia tensor (100, 100, 100)
kgm2

(IxxOT , IyyOT , IzzOT ) Diagonal components of OT inertia tensor (306, 306, 306)
kgm2

(kxIP , kyIP , kzIP ) Diagonal components of �ex joint linear sti�ness.
The values of are calculated using eq. 5.41.

(
5277, 5277, 107

)
N/m

(ΓxIP ,ΓyIP ,ΓzIP ) Damping factors of the �ex joints (8, 8, 8)
(kxMGAS , kyMGAS , kzMGAS) Diagonal components of MGAS sti�ness. (50, 50, 8) N/m
(ΓxMGAS ,ΓyMGAS ,ΓzMGAS) Damping factors of the MGAS �lters (1, 1, 1)

(kxV CW , kyV CW , kzV CW ) Diagonal components of wand joint linear
sti�ness

(
5, 107, 107

)
N/m

(ksph, ksph, ksph) Diagonal components of the spherical joints
sti�ness matrix.

107 N/m

(Γsph,Γsph,Γsph) Damping factors of the spherical joints 102

(ΓV CW ,ΓV CW ,ΓV CW ) Damping factors of the wand joints 102

HOT Height of the optical table center of mass respect
to the base.

0.650 m

HSB Height of the spring box center of mass respect
to the base.

0.384 m

HIP Height of each IP leg center of mass respect to
the base.

3.3 · 10−2m

LIP Inverted Pendulum leg length 0.5 m

LLP Little Pendulum length 2.5 · 10−2 m

LiV CW Arm lever of the wands 0.1 m

liV CW Arm lever of wands. The value is calculated
using eq. 5.10.

0.0706 m

Table 6.2: Parameters used in MBDyn HAM-SAS model



Chapter 7

HAM-SAS Numerical Model

Linearization

7.1 MBDyn Analytical Linearization Technique

The problem of extracting a linearized model from a numerical time domain
simulation is a non trivial task. Two possible approaches can be used: one is
to adopt system identi�cation techniques, as we will do with Virgo suspensions
experimental data in the next chapter, the other is to put the system in the small
oscillation condition and to extract analytically the eigenvalues and eigenvectors
at a speci�c time of the simulation.

In order to obtain reduced order models from MBDyn simulations we have
used an analytical technique originally developed by P. Masarati. The HAM-
SAS models have been one of its �rst applications and represented a testbed
for the code. Some of the results that we discuss in this chapter have been
presented in [58] at the ECCOMAS Multibody Dynamics 2007 conference.

As we have seen in subsection 5.2.1, using generalized coordinates we can
describe an n-degree of freedom mechanical system subject to holonomic con-
straints with a set of ordinary di�erential equations. However, since in numer-
ical simulation software the variables choice and their relations are generated
automatically, generalized coordinates are rarely used in computer programs.
Adopting an arbitrary set of coordinates (y, ẏ), our mechanical problem with
viscous damping have to be written as

d

dt

∂L

∂ẏ
− ∂L

∂y
+
∂F

∂ẏ
− µ

(
∂φ

∂y

)T
= Q (7.1)

φ(y) = 0 (7.2)

where the second equation describes the constraints and µ are the Lagrange mul-
tipliers. The system constituted by the last two expressions is just an example
of a broad class of di�erential equations called Di�erential-Algebraic-Equations
(DAEs). The most general form of a DAE is

F (y, ẏ, t) = 0, y(t) = y0 (7.3)

where F = (F1, · · · , Fn) : R2n+1 → Rn, y = (y1(t), · · · , yn(t)) and ẏ(t) =
(ẏ1(t), · · · , ẏn(t)) are vector valued functions and t is the independent variable.
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The n-tuple y includes both the di�erential and algebraic variables. The deriva-
tive of the latter does not explicitly appear in the problem.

In MBDyn DAEs are integrated numerically, using a family of implicit mul-
tistep integration algorithms in predictor-corrector form. The predictor deter-
mines an estimate of the solution at time step k, based on the solution at earlier
time steps. It is typically written in the form

yk =
∑
i=1,n

aiyk−i + h
∑
j=0,n

bjẏk−j , (7.4)

where h is the time step [59]. The perturbed form of expression 7.3 can be
written as

F + F/ẏδẏ + F/yδy = 0 (7.5)

where A/x = ∂A
∂x indicates the Jacobian matrix of A respect to x. The correc-

tion phase uses the perturbed form of equation 7.4,

δyk = hb0δẏk, (7.6)

to turn 7.5 into the purely algebraic problem

(F/ẏ + hb0F/y)δẏ = −F (7.7)

in δẏ only. Since the problem is di�erential-algebraic, both of the matrices F/y
and F/ẏ may be structurally singular. This problem is solved iteratively to
convergence for each time step.

The eigenanalysis consists in �nding the eigenvalues λ and the eigenvectors
Y that satisfy

(λF/ẏ + F/y)Y = 0 (7.8)

Since the matrices F/y and F/ẏ are in general non-symmetric, the eigenanalysis
have to be done

(λFT/ẏ + FT/y)YT
adj = 0 (7.9)

Every time step MBDyn computes the Jacobian of equation 7.7, using the func-
tion J(c), in the form

J(c) = F/ẏ + cF/y (7.10)

In order to save computational time we choose c = hb0. Simply calling the
function twice with equal but opposite sign arguments, we have

F/ẏ =
J(c) + J(−c)

2
(7.11)

F/y =
J(c)− J(−c)

2c
(7.12)

Using the last relations we can rewrite the eigenvalue problem as

(ΛJ(c) + J(c))Y = 0 (7.13)

where

Λ =
λc+ 1
λc− 1

(7.14)

The form of last expression recalls the bilinear transform z = 1+(T/2)s
1−(T/2)s , an oper-

ator used in digital signal processing to transform a continuous time �lter that
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depends by the Laplace variable s into a discrete one sampled at frequency 1/T .
This analogy suggests that the accuracy of the extracted eigenvalues depends by
the parameter c. In fact in order to be accurately calculated, λ has to be in the
interval 0 ≤ |λ| ≤ 1/c and therefore 1/c represents a sort of Nyquist frequency.
Inverting 7.13 and 7.14 we obtain

ΛY = −(J−1(c)J(−c))Y (7.15)

λ =
1
c

Λ + 1
Λ− 1

(7.16)

Projecting the matrices F/y and F/ẏ onto the span of the eigenvectors Y
and Yadj , we can calculate a state-space representation of the system. Typically
only a subset Ȳ, Ȳadj of the eigenvectors is selected. Input and output selection
is done de�ning the two matrices B̄ and C̄ that map the inputs u, that in our
case are the excitations applied to the shaker, into the force perturbation −∆F
and the space of the variables :

−∆F = B̄u (7.17)

z = C̄∆y (7.18)

. Using the previous expressions and mapping eq. 7.7 on the eigenvectors space,
we obtain

ȲadjF/ẏȲẋ + ȲadjF/ẏȲx = ȲadjB̄u (7.19)

z = C̄Ȳx (7.20)

We have therefore obtained a descriptor state-space representation of the sys-
tem:

Eẋ = Ax + Bu (7.21)

z = Cx (7.22)

de�ning

E = ȲadjF/ẏȲ (7.23)

A = −ȲadjF/yȲ (7.24)

B = ȲadjB̄ (7.25)

C = C̄Ȳ (7.26)

The equations 7.21 and 7.22 are a generalization of the standard state-space
form and they are used when the matrix E is poorly conditioned with respect
to inversion. The expressions 7.23 and 7.24 can be rewritten using J(c) function
generated by MBDyn as

E =
J(c) + J(−c)

2
Ȳ (7.27)

A = −Ȳadj
J(c)− J(−c)

2c
Ȳ (7.28)

The passage between the descriptor form and the standard form of the state-
space representation can be done applying singular value decomposition to E.
This procedure consists in �nding a factorization of the form

E = UΣVT (7.29)
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where U and V are orthogonal real matrices and Σ is a diagonal matrix with
nonnegative real elements. This result allows to rewrite the equations 7.21 and
7.22 as

Σξ̇ = UTAVξ + UTBu (7.30)

z = CVξ (7.31)

where ξ is the new state vector. If one or more elements of Σ are zero, the
system cannot be inverted yet. However we can break the state vector in two
parts, ξ =ξs + ξd, corresponding to the zero (ξs) and non zero (ξd) elements of
Σ. In this way expressions 7.30 and 7.31 can be written as

Σdξ̇d = UT
d AVsξs + UT

d AVdξd + UT
d Bu (7.32)

0 = UT
s AVsξs + UT

s AVdξd + UT
s Bu (7.33)

z = CVsξs + CVdξs (7.34)

Calculating ξs from equation 7.33 and substituting it in 7.32 and 7.34, the
problem �nally assumes the desired form

ξ̇d = Aξd + Bu (7.35)

z = Cξd + Du (7.36)

with

A = Σ−1
d UT

d

(
I−AVs

(
UT
s AVs

)−1
UT
s

)
AVd (7.37)

B = Σ−1
d UT

d

(
I−AVs

(
UT
s AVs

)−1
UT
s

)
B (7.38)

C = C
(
I−Vs

(
UT
s AVs

)−1
UT
s A
)

Vd (7.39)

D = −CVs

(
UT
s AVs

)−1
UT
s B (7.40)

7.2 Models Linearization Results

In order to put the systems in the small oscillation condition, a linear spring and
an angular spring with diagonal sti�ness matrices Kx = (1012, 1012, 1012) N/m
and Kθ = (1012, 1012, 1012) Nm/rad are connected between the base used to
excite the system and ground. The springs are then removed from the resulting
linearized models subtracting from the inputs u the term KCex, where K is the

sti�ness K =
(

Kx 03×3

03×3 Kθ

)
and Ce is a matrix that selects the coordinates

of the excited body in the simulation (in our case the base). In this way, we can
write the descriptor state-space representation of the system as

Eẋ = (A−BKCe)x + Bu (7.41)

y = Cx (7.42)

All the linearized models have been calculated at time t = 0.1 s in the
simulation. The tables 7.1, and 7.2 show the resonance frequencies extracted
from the linearized models using the Matlab command damp and their relative
physical meanings.
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Figure 7.1: Comparison between the frequency responses of the linearized MB-
Dyn MGAS Table models and the transfer functions of their relative time do-
main simulation (T =500 s, tstep = 10−3 s) along the horizontal DOFs.

Fig. 7.1 shows a comparison between the transfer function calculated from
MGAS Table MBDyn time domain simulation data and the frequency response
of the corresponding linearized models along the vertical DOFs. As we can
see there is a good agreement between the two models, con�rming that our
representation of the MGAS table does not contain any relevant non-linearities
and that the system remained in the small oscillation condition during all the
simulation.

The linearized version of the complete HAM-SAS model, along x, θz and z, θy
DOFs, are shown in �g. 7.2. In the plots relative to the horizontal directions,
between 20 and 100 Hz, we notice some discrepancies between the linear models
and the time domain simulation. This is probably caused by numerical errors
introduced by the linearization algorithm. Except for the spurious resonance at
about 700 Hz introduced by the spherical joints, not visible in the time domain
data because tstep = 10−3 s, the frequency domain behavior along the vertical
directions is essentially the same we obtained from the MGAS Table analytical
models of chapter 6.
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Frequency (Hz) Description

0.1 MGAS z mode
0.1514 MGAS θx mode
0.166 MGAS θy mode
1259 Spherical joint mode

Table 7.1: Resonance frequencies extracted from the linearized MBDyn MGAS
Table model

Frequency (Hz) Description

0.0537 IP �ex joint θz mode
0.0589 IP �ex joint x mode
0.204 MGAS x mode
0.219 MGAS θz mode
0.089 MGAS θy mode
0.1 MGAS z mode
21.88 LP pendulum θz mode
22.39 LP pendulum x mode
64.57 LP pendulum θy mode
109.6 LP pendulum z mode
741.3 Spherical joint x mode
741.3 Spherical joint θz

mode
1202 Spherical joint z mode
1202 Spherical joint θy

mode

Table 7.2: Resonance frequencies extracted from the linearized HAM-SAS MB-
Dyn models
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Figure 7.2: Comparison between the frequency responses of the linearized MB-
Dyn HAM-SAS models and the transfer functions of their relative time domain
simulation (T =1000 s, tstep = 10−3 s) along the horizontal (top) and vertical
(bottom) DOFs .
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Chapter 8

A Kalman state observer for

Virgo suspensions

8.1 System identi�cation of Virgo suspensions

8.1.1 Control model of Virgo IP

As we have seen in section 3.3.1.3 six sensors, LVDTs and accelerometers, and
three electromagnetic actuators, placed on the Virgo Superattenuator top table,
are used for active damping. We are going to write a simple control model of the
IP [60]. Since the frequencies of vertical, pitch and roll IP modes are well above
the unity gain bandwidth of the control loop, we consider only the Cartesian
coordinates x, y and θz. Using generalized coordinates, we can therefore de�ne
the state vector of the IP control system as

ξ = (x, y, θz, ẋ, ẏ, θ̇z) (8.1)

Considering the coil currents as the system input vector uA and the accelerom-
eters signals as the output yA, we can write the IP equations of motion in the
form

ξ̇ = AAξ + BAuA (8.2)

yA = SAξ̇ + ST ξ (8.3)

where SAξ̇ represents the IP center of mass acceleration projected along the
accelerometers sensibility axis and ST ξ is the top table tilt respect to the hori-
zontal direction. Since we are in the normal mode reference frame, the matrix
AA has the form

AA =
(

0 I
−ω2

j δjk − (ωj/Qj) δjk

)
(8.4)

where ωj are the normal modes resonance frequencies and Qj their relative
damping factors.

In a similar way, using the IP position measurements, provided by the
LVDTs, as the system output yL, we have

ξ̇ = ALξ + BLuL (8.5)

yL = SLξ̇ (8.6)
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Substituting equation 8.2 into 8.3 and expression 8.5 into 8.6, we can rewrite
both models in the standard form

ξ̇ = Aξ + Bu (8.7)

y = Cξ + Du (8.8)

with A = AA, B = BA, C = SAAA + ST , D = SABA and u = uA, y = yA for
the accelerometers model and A = AL, B = BL, C = SLAL, D = SLBL and
u = uL, y = yL for the LVDTs model. Laplace transforming 8.7 and inserting
in 8.8, we can write the two 3x3 transfer function matrices as

GA(s) = (SAAA + ST ) (sI−AA)−1 B + SABA (8.9)

GL(s) = SLAL (sI−AL)−1 + SLBL (8.10)

Once the matrices of equations 8.7 and 8.8 have been estimated for each of
the two systems, we can design a state observer (see next sections) and other
parameters, such as the sensing and driving matrices that diagonalize the control
loop, can be analytically calculated [61].

8.1.2 System identi�cation Algorithms

Using system identi�cation techniques, we are going to extract, from experi-
mental time-domain data, the A, B, C, D matrices for each of the models.

The goal of a system identi�cation procedure is to generate a model of a
dynamical system, based on its observed data, that behaves in the same way as
the process under consideration [62]. We can distinguish four essential steps

� Measurement: we have to design an experiment that generates data in-
formative enough respect to a generic model set. This means that, from
the data, it should be possible to distinguish between di�erent models
contained in the set.

� Choice of model structure: depending on whether the parameters that
constitute the model structure are based on the a priori physical knowl-
edge of the system or simply viewed as a way to �t the data, we can
distinguish gray and black box models. As we have seen, in our case the
chosen model structure is the state-space representation.

� Identi�cation: using numerical techniques, we want to determine the best
model of the chosen set, guided by the data.

� Validation: in the �nal phase we want to determine how the model relates
to experimental data and to prior physical modeling of the system we may
have.

8.1.3 Prediction-Error Minimization Method

Considering a SISO system described by a model M(θ), function of the param-
eter vector θ, we introduce the quantity called prediction error de�ned as the
di�erence [62]

ε(t, θ) = y(t)− ŷ(t | θ) (8.11)
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between the measured (y(t)) and the predicted (ŷ(t | θ)) outputs. The general
idea behind the Prediction-Error Minimization (PEM) method is to select at
time t = tN the parameters θN so that the errors ε(ti, θN ) are as small as possible
for i = 1, . . . , N . In order to formalize this procedure, we have to de�ne a norm,
often called cost function, that can be written as

VN (θ,Z) =
1
N

ΣNi=1L (ε(ti, θ)) (8.12)

where Z = y(t1), . . . y(tN ). The typical choice of L is the quadratic criterion

L =
1
2
ε2 (8.13)

The estimate is obtained minimizing VN

θN = arg minVN (θ,Z) (8.14)

where arg min(f) indicated the minimizing argument of the function f .
For a MIMO system ε becomes a p× p matrix, with p the number of model

outputs, and

L =
1
2
εTΛε (8.15)

where Λ is a symmetric p × p matrix that determines the weights of the com-
ponents of ε.

8.1.4 The subspace method

Given a linear system in the state-space form

x(t+ 1) = Ax(t) +Bu(t) + w(t) (8.16)

y(t) = Cx(t) +Du(t) + v(t) (8.17)

where w(t) and v(t) are Gaussian distributed, zero mean, white noise vector
sequences, we want to determine the A, B, C, D matrices that gives the best
description of the input-output data u(t), y(t). We consider our system as a
black box, in the sense that we have no insight into the structure of the matrices.
Consequently the matrices are not unique up to a similarity transformation.

We can see that, if we assume that not only u(t) and y(t) but also the
state vector x(t) are known, the problem can be rewritten as a linear regression:
introducing

Y (t) =
[
x(t+ 1)
y(t)

]
Θ =

[
A B
C D

]
Φ(t) =

[
x(t)
u(t)

]
E(t) =

[
w(t)
u(t)

]
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the our state-space system becomes simply

Y (t) = ΘΦ(t) + E(t) (8.18)

An estimate Θ̂ of all the elements of the matrix Θ, can now be calculated using
simply the least-squared method:

Θ̂ = arg min
1
N

N∑
t=1

‖Y (t)−ΘΦ(t)‖2 =
1
N

N∑
t=1

Φ(t)Y T (t)

[
1
N

N∑
t=1

Φ(t)ΦT (t)

]−1

where the third member of the expression can be easily obtained analytically.
The accuracy of the estimate grows with the number of input-output data sam-
ples N .

In order to determine x(t), traditional state estimator techniques, such as
the Kalman �lter (see next section), cannot be used because they require the
knowledge of A, B, C, D matrices. The key point is that the state vector
sequence can be obtained directly from the input-output data. The approach
used by Van Overschee and De Moore [63] basically consist of two steps. As
a �rst step, the algorithm computes a certain characteristic subspace from the
given input-output data, which coincides with the subspace generated by the
columns of the extended observability matrix of the system. This latter quantity
is de�ned as

Γi =


C
CA
...

CAi−1

 (8.19)

and di�ers from the standard observability matrix because we have i > n. In
the second step Γi is used to determine two state vector sequence estimates.
This is possible de�ning the input and output Hankel matrices

U0|i−1 =


u0 u1 · · · uj−1

u1 u2 · · · uj
...

... · · ·
...

ui−1 ui · · · ui+j−2

 (8.20)

Y0|i−1 =


y0 y1 · · · yj−1

y1 y2 · · · yj
...

... · · ·
...

yi−1 yi · · · yi+j−2

 (8.21)

and the triangular Toepliz matrix

Hi =


D 0 0 · · · 0
CB D 0 · · · 0
CAB CB D · · · 0
...

...
... · · ·

...
CAi−2B CAi−3B CAi−4B · · · D

 (8.22)

We then introduce the projection Zi of the future outputs Yi|2i−1 onto the past
and future inputs U0|2i−1 and the past outputs U0|i−1

Zi = Yi|2i−1/

(
U0|2i−1

U0|i−1

)
(8.23)
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where A/B = ABT
(
BBT

)−1
B. The estimated state vector sequences can be

written as

X̂i = Γ+
i (Zi −HiUi|2i−1) (8.24)

X̂i+1 = Γ+
i−1(Zi+1 −Hi−1Ui+1|2i−1) (8.25)

where Γ+
i is the pseudoinverse of the extended observability matrix. Using a

similar approach for the stochastic part of the model the properties of the noises
w(t) and v(t) can be obtained.

The Van Overschee and De Moore subspace identi�cation method has been
numerically implemented by L. Ljung [62] in the MATLAB System Identi�cation
toolbox command n4sid.

8.1.5 Experimental Results

The measurements have been done in collaboration with P. Ruggi, during a
maintenance period in preparation of the science run VSR2, and consisted in
three experiments for each selected tower. We excited the IPs of the West
End (WE) and West Input (WI) suspensions using the three electromagnetic
actuators placed on �lter 0 in succession and we measured the LVDTs and
accelerometers signals. Since in the convention used in Virgo the z axis is
aligned with the beam, our generalized coordinates reference frame (x, y, θz)
becomes (z, x, θy). For this reason the coil currents and the LVDT signals data
channels are named xCorr, zCorr, tyCorr and xLvdt, zLvdt, tyLvdt respectively.
The SA �lter 0 has been excited with white noise �ltered by the band pass �lter
shown in the top bode plot of �g. 8.3. This have been done in order to avoid
the excitation of high and low frequencies modes that can move the IP from
its ideal position. In each experiment, we excited for 1800 s and acquired the
LVDTs and accelerometers signals with 500 Hz sampling frequency.

The identi�cation phase have implemented in two steps:

1. Since we are interested in the modes closer to the control bandwidth and
in order to reduce the computation time, the data are decimated to 50
Hz. We used the n4sid command to calculate three state-space represen-
tations of the LVDT model (equations 8.5 and 8.6) one for each excitation,
with order n = 30. Therefore we obtained the estimates ÂiL, B̂

i
L, Ĉ

i
L, D̂

i
L

with i = 1, 2, 3, where each ÂiL is 30 × 30, B̂iL is 30 × 1, ĈiL is 3 × 30
and D̂i

L is 3× 1. The results are shown in �g. 8.1, where the blue curves
represents the transfer function matrix for the West End (top) and the
West Input (bottom) and the red curves are the frequency response of the
estimated state space models. Even though the quality factors of some
modes are overestimated, a good level of agreement is reached. The reso-
nance frequencies of the identi�ed main modes (x1, x2, x3) are respectively
43.8 mHz, 47.1 mHz and 301.4 mHz for the West End and 48.7 mHz, 57.2
mHz and 306.3 mHz for the West Input. The geometrical orientation of
(x1, x2, x3) is in general not aligned with (z, x, θy) but depends by random
factors such as the asymmetric sti�ness of the IP �ex joints.

2. We calculated the second derivative of the models ÂiL, B̂
i
L, Ĉ

i
L, D̂

i
L using

the �lter shown in the bottom plot of �g. 8.3. Then using the model
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parameters obtained in the �rst step, we calculate ÂiA, B̂
i
A, Ĉ

i
A, D̂

i
A with

i = 1, 2, 3 with the predictor-error minimization method. The results are
shown in �g. 8.2.

8.2 The State observer

In a generic linear time-invariant system, the number of states that can be esti-
mated using its inputs and outputs is determined by the rank of the observability
matrix O [64]. This quantity, that we have already written in its extended form
in 8.19, is de�ned as

O = Γn =


C
CA
...

CAn−1

 (8.26)

If the rank of O is equal to the dimension of the state vector, the system is said
to be completely observable. Calculating the observability for the three sets of
estimated matrices ÂiL, B̂

i
L, Ĉ

i
L, D̂

i
L we have rank

(
OiL
)

= 30 for i = 1, 2, 3.
Therefore our linear models are completely observable and a state observer
capable of providing outputs proportional to each mode of the system can be
implemented. The most common state estimator used in control theory is the
Kalman �lter.

8.2.1 The Discrete Kalman �lter

The Kalman state observer is essentially a recursive linear �lter based on a
predictor-corrector type estimator that is optimal in the sense that it minimizes
the estimated error covariance, when some presumed conditions are met [65].
Another aspect of this optimality is that the Kalman �lter incorporates all the
information that can be provided to it. It combines all available measurement
data, plus prior knowledge about the system and measuring devices, to produce
an estimate of the desired variables in such a manner that the error is minimized
statistically.

In order to study the Kalman �lter, we have to introduce two operators that
acts on random vector variables: the expected value E <> and the covariance
cov()

E < x(t) >=
ˆ +∞

−∞
x(t)p(x(t))dx(t) (8.27)

cov(x(t)) = E < [x(t1)−E < x(t1) >][x(t2)−E < x(t2) >]T > (8.28)

where p(x(t)) is the probability density function of the random vector variable
x(t). The covariance is essentially a generalization of the variance for vector
valued random variables.

First we assume that, for a discrete time system, the state vector and its
related measurement data can be written in the recursive form
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Figure 8.1: Comparison between the transfer function matrix obtained from the
LVDTs measurements and the frequency response of the linear models calculated
using n4sid. The top 3x3 matrix shows the results relative to the West End IP,
while the bottom matrix shows the West Input IP results.
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Figure 8.2: Comparison between the transfer function matrix obtained from the
accelerometers measurements and the frequency response of the linear models
calculated �ltering the LVDT n4sid models and optimizing the estimates using
PEM. The top 3x3 matrix shows the results relative to the West End IP, while
the bottom matrix shows the West Input IP results.
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Figure 8.3: Frequency response of the �lters used in the transfer function mea-
surements. Top: Band pass �lter used to excite Virgo IPs. Bottom: double
derivative �lter used to obtain the accelerometer model from the LVDT model
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xk+1 = Φk+1,kxk +wk (8.29)

zk = Hkxk + vk (8.30)

where xk is the state vector of the system at time tk, Φk+1,k ≡ Φ(tk, tk+1) is
the state transition matrix between times tk and tk+1, Hk is the measurement
sensitivity matrix, wk is the process noise and vk is the measurement noise.
The initial conditions of the system are

E < x0 > = x0 (8.31)

cov(x0) = P0 (8.32)

where are respectively the estimate and the estimation error of x0. The noise
sequences wk and vk are considered white and Gaussian distributed with zero
mean. In other words, the two sequences are uncorrelated and orthogonal:

E < wk,w
T
j > = Rkδkj (8.33)

E < vk,v
T
j > = Qkδkj (8.34)

E < vk,w
T
j > = 0 (8.35)

where Rk and Qk are the covariance matrices of the noise sequences at time tk.
The Kalman �lter estimates a process by using a form of feedback control:

the �lter estimates the process state at some time and then obtains feedback in
the form of noisy measurements. As such, the equations for the Kalman �lter
fall into two groups: time update equations and measurement update equations.
The time update equations are responsible for projecting forward the current
state and error covariance estimates in order to obtain a priori estimates for
the next time step:

x̂k|k−1 = Φk,k−1x̂k−1|k−1 (8.36)

Pk|k−1 = Φk,k−1Pk−1|k−1ΦTk,k−1 + Qk−1 (8.37)

where the writing x̂k|k−1, in this case, indicates the predicted x at time tk
computed using z0, z1, . . . zk−1 measurement samples. The measurement update
incorporates a new measurement into the a priori estimates in order to obtain
a posteriori estimates:

Kk = Pk|k−1HT
k

(
HkPk|k−1HT

k + Rk

)−1
(8.38)

x̂k|k = Φk,k−1x̂k−1|k−1 + Kk (zk−) (8.39)

Pk|k = Pk|k−1 −KkHkPk|k−1 (8.40)

A block diagram of the estimating process is shown in �g. 8.4, where the
notation used is Φk−1 ≡ Φk,k−1, x̂k(+) ≡ x̂k|k and x̂k(−) ≡ x̂k|k−1. The
recursive nature of the Kalman �lter is one of its most appealing features since
it makes numerical implementations much more feasible than, for example, a
Wiener �lter [67] which is designed to operate on all of the data directly for
each estimate.
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Figure 8.4: Block diagram of a discrete linear system, its measurement model
and its associated discrete Kalman �lter [66].

8.2.2 Implementation of the state observer

In order to obtain a numerically accurate eigenanalysis, the state-space models
estimated with the subspace method are scaled. This can be done multiplying
each state by some scaling factor to reduce the numerical range and sensitivity
of the model. The next step consists in writing the scaled system in modal
representation, a canonic form in which the real eigenvalues of the A matrix
appear on its diagonal and the complete conjugate eigenvalues appear in 2× 2
blocks on its diagonal. For a system with k real eigenvalues λ1, . . . λk and s
complex eigenvalues σ1 ± ω1, . . . σs ± ωs, with k + s = n, we have

Am =



λ1

σ1 ω1 0
−ω1 σ1

. . .

λk
0 σs ωs

−ωs σs


(8.41)

This can be done using the matrix P constituted by the eigenvectors of matrix
A. The state-space becomes

ẋm = P−1APxm + P−1Bu (8.42)

ym = CPxm + Du (8.43)

and we can de�ne the new matrices Am = P−1AP, Bm = P−1B, Cm = CP,
Dm = D. In our case, the outputs ym provide the positions/accelerations along
the generalized coordinates of the suspension. It can be shown that the forms
8.4 and 8.41 are equivalent.

As we have already mentioned, using the subspace method is possible to
extract some characteristics of the process and measurement noises w(t) and
v(t). In particular, the command n4sid calculates the matrix K that transforms
the measurements noise into the process noise, w(t) = Kv(t), and the covariance
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matrix Q. Combining K and Q with the equations 8.42 and 8.43, we can rewrite
our modal state-space representation in the form

ẋm = Amxm + Bmu+KQe(t) (8.44)

ym = Cmxm + Dmu + e(t) (8.45)

where e(t) is a normalized noise source. In this way a Kalman state estimator for
the previous system can be obtained simply using identity covariance matrices.

8.2.3 Experimental Results

After applying the procedure described in last subsection to the estimated state-
space models, we calculated three discrete Kalman �lters, one for each DOF
excited. Every estimator has 4 inputs, constituted by the excitations and the
measurements and 33 outputs, formed by the 30 estimated states and the 3
estimated outputs.

In �g. 8.5 we show the transfer functions between the state outputs of one
observer, relative to the main resonance modes (x1, x2, x3, ẋ1, ẋ2, ẋ3), and its
actuator signal input. The choice of the �lter is arbitrary since the coils are not
diagonalized and therefore each of them excites all the modes of the system.
Looking at �g. 8.5 we can notice that, as expected, the position transfer func-
tions (blue, red and green curves) have an approximately 1/ω2 high frequency
trend while the velocity transfer functions (magenta, black and brown curves)
tends to zero for low frequencies and goes as 1/ω for high frequencies. However
we can see that the transfer functions x1/xCorr (blue curve of top plot) and
x2/zCorr (red curve of bottom plot) deviates from 1/ω2 for f > 1 Hz. This
suggests that the position and velocity modes are not completely decoupled and
therefore our reduction of the estimated linear models to their modal form can
still be improved.

8.3 Perspectives

A �rst possible application of the Kalman �lters we have developed, it's the
implementation of a monitoring tool that provides the real-time position and
velocity of Virgo inverted pendulum along its normal modes. In this way any
drift in the mechanical characteristics of the IP, due for example environmental
noise, can be identi�ed and studied.

Kalman �lters are commonly used for the development of MIMO optimal
dynamic regulators through the Linear Quadratic Gaussian (LQG) design. As
shown in �g. 8.6, an LQG regulator [68] is constituted by a Kalman �lter (kest
in the diagram) connected to the state feedback gain K de�ned for a discrete
time system as

uk = −Kxk (8.46)

. The matrix K is calculated minimizing the quadratic cost function J that can
be written as

J =
∞∑
k=0

(
xtkQxk + utkRuk

)
(8.47)
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Figure 8.5: Transfer functions between the state outputs of the Kalman �lters
and the relative coil actuators signals for the WE (top) and WI (bottom) towers.
Only the state vector of the main modes (x1, x2, x3, ẋ1, ẋ2, ẋ3) is shown.
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Figure 8.6: Block diagram of a plant sys controlled with an LQG regulator

Therefore since a plant state observer is available, we could substitute the classi-
cal SISO design approach, currently used in Virgo IP control, with a multivari-
able feedback technique such as the LQG. In this way the control diagonalization
would no more be required, and consequently it would be possible to optimize
the loop parameters also for the mixed term modes of the sensor/actuator trans-
fer function matrix.
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Conclusions

In this work we analyzed, using di�erent approaches, the mechanical and control
simulation of seismic attenuation system for both Advanced LIGO and Virgo
GW interferometers. A major part of our study is concentrated on HAM-
SAS, a passive seismic isolator dedicated to the Advanced LIGO HAM vacuum
chambers. The results are here summarized:

� We developed a set of three-dimensional linear analytical models of HAM-
SAS and we made a preliminary evaluation of its performance and con-
trollability.

� We developed a complete three dimensional non-linear numerical model
of HAM-SAS in order to improve the accuracy of the simulations. Good
agreements with the experimental transmissibilities have been obtained.

� We linearized our HAM-SAS numerical models using a recently developed
procedure, obtaining a set of state-space representations to be used for
control simulations.

� We used system identi�cation techniques in order to estimate a linear
model of Virgo suspensions inverted pendulum. Using the obtained state
space representations, we developed a Kalman �lter that estimates from
open loop time domain data, the state variables of the system. This allows
to observe every resonance of the IP mechanical structure independently.

130



Acknowledgments

In such a long period there are so many people I would like to thank that it's
almost impossible to make a comprehensive list. First of all I would like to
thank Riccardo DeSalvo for the opportunity he gave me. Working and living
in a country so di�erent from our own is an invaluable culturally enriching
experience. Virginio Sannibale has contributed to many parts of this work and
represented a constant reference. His frequent advices and remarks made me
certainly grow as a scientist. My deepest gratitude to Alberto Gennai and Diego
Passuello that helped and supported me during many phases of this long run.
Many thanks to Pierangelo Masarati for his help and availability and for the
great time spent in Milan.

My life abroad would have been poorer without all the people I met in
Pasadena. I would like to thank in particular Stefano and Dado, two of the best
friends I've ever had, with whom I've shared many experiences that I'll never
forget. My thoughts go also to Manuel, Erika, Daniele, Ciro, Simona, Cinzia,
Misha, Silva and all the other members of the Caltech Italian mob. Moreover
I want to express my gratitude to Giulio, Carlo Nicola and the rest of many
friends I have in Pisa.

Last but not least I would like to thank my parents that, even being physi-
cally so far, they were always at my side to support me every day.

131



Bibliography

[1] S. Weinberg, Gravitation and cosmology, Wiley, New York (1993)

[2] P. R. Saulson, Fundamentals of interferometric gravitational wave detec-
tors, World Scienti�c (1994)

[3] R. A. Hulse, J. H. Taylor, Discovery of a pulsar in a binary system, ApJ
195 (1975), 51-53

[4] A. Wolszczan, A nearby 37.9-ms radio pulsar in a relativistic binary system,
Nature, 350 (1991), 688-690

[5] M. Burgay et al., An increased estimate of the merger rate of double neutron
stars from observations of a highly relativistic system, Nature, 426 (2003),
531-533

[6] J. M. Weisberg, J. H. Taylor, Relativistic Binary Pulsar B1913+16: Thirty
Years of Observations and Analysis, ASP Conference Series, Vol. 328
(2005), 25

[7] B. Abbott et al., Searches for periodic gravitational waves from unknown
isolated sources and Scorpius X-1: Results from the second LIGO science
run, Phys. Rev. D, 76 (2007), 082001

[8] R. Prix, Gravitational Waves from Spinning Neutron Stars, Neutron Stars
and Pulsars, ed. W. Becker, Springer-Verlag (2009), p. 651

[9] http://numrel.aei.mpg.de/Visualisations/Archive/Oscillations/
barmode.html

[10] J. L. Friedman and B. F. Schutz, Secular Instability of Rotating Newtonian
Stars, ApJ 222 (1978), 281-296

[11] T. Zwerger, E. Muller, Dynamics and gravitational wave signature of ax-
isymmetric rotational core collapse, Astron. Astrophys., 320 (1997), 209-
227

[12] LIGO and Virgo Scienti�c Collaborations, Search for gravitational-wave
bursts associated with gamma-ray bursts using data from LIGO Science
Run 5 and Virgo Science Run 1, arXiv:0908.3824

[13] LIGO and Virgo Scienti�c Collaborations, An upper limit on the stochastic
gravitational-wave background of cosmological origin, Nature, 460 (2009),
990-994

132

http://numrel.aei.mpg.de/Visualisations/Archive/Oscillations/barmode.html
http://numrel.aei.mpg.de/Visualisations/Archive/Oscillations/barmode.html


Bibliography 133

[14] R. H. Dicke, The Theoretical Signi�cance of Experimental Relativity, Gor-
don and Breach, New York (1964)

[15] J. Weber, Detection and Generation of Gravitational Waves, Phys. Rev.
117 (1960), 306�313

[16] J. Peterson, Observations and Modeling of Seismic Background Noise,
USGS Report 93-322 (1993)

[17] S. Kedar and F. H. Webb, The Ocean's Seismic Hum, Science, 307 (2005),
n. 5710, 682-683

[18] P. R. Saulson, Terrestrial gravitational noise on a gravitational wave an-
tenna, Phys. Rev. D 30 (1984), 732-736

[19] S. A. Hughes, K. Thorne, Seismic gravity-gradient noise in interferometric
gravitational-wave detectors, Phys. Rev. D, 58 (1998), 122002

[20] G. Cella, Underground reduction of Gravity Gradient Noise, GWADW
2006, La Biodola (LI)

[21] J. Harms, S. Dorsher, V. Mandic, R. DeSalvo, Gravity-Gradient Subtraction
in 3rd Generation Underground Gravitational-Wave Detectors in Homoge-
neous Media, arXiv:0910.2774

[22] H. B. Callen, T. A. Welton, Irreversibility and Generalized Noise, Phys.
Rev. 83 (1951), 34�40

[23] G. Cagnoli et al., Very High Q Measurements on a Fused Silica Monolithic
Pendulum for Use in Enhanced Gravity Wave Detectors, Phys. Rev. Letters,
85 (2000), 2442�2445

[24] Y. Levin, Internal thermal noise in the LIGO test masses: A direct ap-
proach, Phys. Rev. D, 57 (1998), 659�663

[25] M. Varvella, Time-domain model for Advanced LIGO interferometer, IEEE
Nuclear Science Symposium Conference Record, 7 (2004), 4629 - 4635

[26] LIGO Scienti�c Collaboration, LIGO: The Laser Interferometer
Gravitational-Wave Observatory, Rep. Prog. Phys., 72 (2009), 076901

[27] LIGO Scienti�c Collaboration, Advanced LIGO Reference Design, LIGO-
M060056-v1 (2009)

[28] G. Giaime et al., A passive vibration isolation stack for LIGO: Design,
modeling, and testing, Rev. Sci. Instrum., 67 (1), 208-214 (1996)

[29] M. V. Plissi et al., GEO 600 triple pendulum suspension system: Seismic
isolation and control, Rev. Sci. Instrum., 71 (2000), 2539

[30] N. A. Robertson et al., Quadruple suspension design for Advanced LIGO,
Class. Quantum Grav., 19 (2002), 4043-4058

[31] G. Ballardin et al., Measurement of the VIRGO superattenuator perfor-
mance for seismic noise suppression, Review of Scienti�c Instruments, 72
(2001), 9, 3643-3652



Bibliography 134

[32] C. Casciano, Seismic Isolation for the Test Masses of the VIRGO Gravita-
tional Wave Antenna, PhD Thesis (2002)

[33] G. Losurdo, Ultra low frequency inverted pendulum for the Virgo test mass
suspension, PhD Thesis (1998)

[34] S. Braccini et al., Low noise wideband accelerometer using an inductive
displacement sensor, Rev. Sci. Instrum., 66 (1995), 2672

[35] R. Abbott et al., Seismic isolation enhancements for initial and Advanced
LIGO, Class. Quantum Grav., 21 (2004), 915�921

[36] S. J. Richman et al., Multistage active vibration isolation system, Rev. Sci.
Instrum., 69 (6), (1998)

[37] A. Stochino et al., The Seismic Attenuation System (SAS) for the Advanced
LIGO gravitational wave interferometric detectors, Nucl. Instrum. Meth. A
598 (2009), 3, 737-753

[38] V. Sannibale et al., Recent Results of a Seismically Isolated Optical Table
Prototyped designed for Advanced LIGO, J. Phys.: Conf. Ser. 122 012010
(2009)

[39] A. Bertolini et al., Design and prototype tests of a seismic attenuation
system for the advanced-LIGO output mode cleaner, Class. Quantum Grav.
23:S111�118 (2006)

[40] R. DeSalvo, Passive, Nonlinear, Mechanical Structures for Seismic Atten-
uation, J. Comput. Nonlinear Dynam., 2 (2007), 4, 290-298

[41] G. Cella et al., Monolithic geometric anti-spring blades,
Nucl.Instrum.Meth. A, 540 (2005), 502-519

[42] A. Stochino et al., Improvement of the seismic noise attenuation perfor-
mance of the Monolithic Geometric Anti-Spring �lters for gravitational
wave interferometric detectors, Nucl. Instrum. Meth. A 580 (2007), 1559-
1564

[43] H. Tariq et al., The linear variable di�erential transformer (LVDT) po-
sition sensor for gravitational wave interferometer low-frequency controls,
Nucl.Instrum.Meth. A 489 (2002), 570-576

[44] Analog Devices, AD698 Datasheet (1995)

[45] V. Boschi, V. Sannibale, HAM-SAS LVDTs and LVDT Board Prototypes
Characterization, T060136-00-R (2006)

[46] C. Wang et al., Constant force actuator for gravitational wave detector's
seismic attenuation systems (SAS), Nucl. Instrum. Meth. A, 489 (2002),
563-569

[47] L. Meirovitch, Fundamentals of Vibrations, McGraw-Hill (2001)

[48] I. Taurasi, Inverted Pendulum Studies for Seismic Attenuation, LIGO-
T060048 (2006)



Bibliography 135

[49] Y. Huang at al., HAM-SAS Spring Box Simulations, LIGO-T060066-00-E
(2006)

[50] LIGO-D51101-D51245 (2006)

[51] A. Takamori, Low Frequency Seismic Isolation for Gravitational Wave De-
tectors, PhD Thesis, LIGO-P030049-00-R (2003)

[52] P. Fritschel et al., Seismic Isolation Subsystem Design Requirements Doc-
ument, LIGO-E990303-03-D (2001)

[53] P. Fritschel, HAM Seismic Isolation Requirements, LIGO-T060075-00-D
(2006)

[54] J. J. Mcphee, A uni�ed graph�theoretic approach to formulating multibody
dynamics equations in absolute or joint coordinates, Journal of the Franklin
Institute, 334 (1997), 3, 431-445

[55] G. L. Ghiringhelli, P. Masarati, P. Mantegazza, and M. W. Nixon,
Multi-body analysis of a tiltrotor con�guration, Nonlinear Dynamics,
19(4):333�357, August 1999

[56] http://www.aero.polimi.it/~mbdyn/

[57] http://www.ligo.caltech.edu/~citsas/Exp/Home.shtml

[58] V. Boschi et al., Seismic attenuation system synthesis by reduced order
models from multibody analysis, Proceedings of ECCOMAS Multibody Dy-
namics 2007 Conference

[59] K. E. Brenan, S. L. Campbell, L. R. Petzold, Numerical Solution of Initial
Value Problems in Di�erential Algebraic Equations, SIAM (1996)

[60] A. Gennai et al., A Control Model for the inverted pendulum, VIR-NOT-
PIS-4900-102 (1997)

[61] V. Boschi, Sviluppo nel dominio del tempo del sistema di controllo per il
damping inerziale di Virgo, B.S. thesis (in Italian)

[62] L. Ljung, System Identi�cation: Theory for the User, Prentice-Hall (1999)

[63] P. Van Overschee, B. De Moor, N4SID: Subspace algorithms for the identi-
�cation of combined deterministic-stochastic systems, Automatica, Special
Issue on Statistical Signal Processing and Control, vol. 30, no. 1, Jan. 1994,
pp. 75-93.

[64] T. Kailath, Linear Systems, Prentice-Hall (1980)

[65] H. W. Sorenson, Least-squares estimation: from Gauss to Kalman, IEEE
Spectrum, vol. 7, 63-68 (1970)

[66] M. S. Grewal, A. P. Andrews, Kalman Filtering: Theory and Practice Using
MATLAB, John Wiley & Sons (2001)

[67] R. G. Brown and P. Y. C. Hwang, Introduction to Random Signals and
Applied Kalman Filtering, John Wiley & Sons (1992)

[68] J. M. Maciejowski, Multivariable Feedback Design, Addison-Wesley (1989)

http://www.aero.polimi.it/~mbdyn/
http://www.ligo.caltech.edu/~citsas/Exp/Home.shtml

	Abstract
	I Introduction 
	Gravitational Waves
	Gravitational Waves 
	Theoretical origin
	Quadrupole radiation

	Astrophysical Sources
	Coalescing binaries
	Spinning neutron stars
	Supernovae 
	Gamma Ray Burst
	Stochastic background


	Interferometric GW detection
	Michelson Interferometer
	Fabry-Perot Cavities
	Noise Sources
	Seismic Noise 
	Gravity Gradient Noise
	Thermal Noise
	Suspension pendulum mode
	Suspension violin modes
	Test mass modes

	Shot Noise
	Radiation Pressure
	Optical Readout Noise
	Laser Instabilities

	Power and Signal recycling

	LIGO and Virgo Interferometers
	Optical Schemes
	LIGO Optical Design
	Initial LIGO
	Advanced LIGO

	Virgo Optical Design

	Vacuum systems
	LIGO Vacuum system
	Virgo Vacuum system

	Seismic attenuation
	Passive seismic attenuation
	LIGO Seismic isolation stacks
	LIGO Triple and Quadruple Suspensions
	Virgo superattenuator

	Active seismic attenuation
	HEPI
	BSC-ISI and HAM-ISI




	II HAM-SAS Modeling 
	HAM Seismic Attenuation System 
	HAM-SAS Mechanical Design 
	Horizontal Stage
	Basic Theory of Inverted Pendulum
	HAM-SAS IP
	Tilt stabilizing device

	Vertical Stage 
	Monolithic Geometric Anti-Spring
	MGAS Magic Wands

	Sensors and Actuators
	LVDTs
	Electromagnetic Actuators


	HAM-SAS Prototype testing
	Experimental Setup 
	Geophones
	Seismometers
	Optical Lever

	Measurements


	HAM-SAS Analytical Multibody Modeling
	Modeling of mechanical systems
	Model description
	Equations of motion
	MGAS Table Model 
	IP Table Model

	Ground Transmissibilities
	Attenuation Performance 
	Effect of Asymmetric Parameters 
	Mode Cleaner suspension model

	HAM-SAS Numerical Multibody Modeling 
	MBDyn simulation software
	MBDyn Models
	MGAS Table Model
	The HAM-SAS Model


	HAM-SAS Numerical Model Linearization
	MBDyn Analytical Linearization Technique
	Models Linearization Results


	III Virgo Suspensions Modeling 
	A Kalman state observer for Virgo suspensions
	System identification of Virgo suspensions
	Control model of Virgo IP
	System identification Algorithms
	Prediction-Error Minimization Method
	The subspace method
	Experimental Results 

	The State observer
	The Discrete Kalman filter
	Implementation of the state observer
	Experimental Results

	Perspectives

	Conclusions
	Acknowledgments
	Bibliography


